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Since the introduction of the Schramm–Löewner–Evolution (SLE) in 2000

([25]), tremendous progress has been made in rigorously understanding the

scaling limits of various 2D critical statistical mechanics models in two dimen-

sions (see [22]). The starting point of understanding the scaling limit of a 2D

critical lattice model is to consider the model on a bounded domain Ω ⊂ R2

and find a suitable observable at the discrete level which satisfies some discrete

analyticity or harmonicity condition; these sorts of properties translate into

xvii



some interior analyticity statement in the continuum limit and, together with

establishment of suitable boundary values, leads to conformal invariance in

the continuum limit. For percolation, the appropriate observable is the cross-

ing probability – conjectured to converge to the so–called Cardy’s Formula in

the continuum. In [13], Smirnov established conformal invariance of critical

site percolation on the triangular lattice (in the scaling limit) by considering

a triplet of observables related to crossing probability. However, Smirnov’s

proof takes advantage of the complete symmetry in the case of site percola-

tion on the triangular lattice, and the triplet observables do not easily adapt

themselves to percolation on other lattices.

This dissertation, representing joint work with L. Chayes and I. Binder (see

[12], [13], [4], [5], [6]), contains construction of a non–trivial class of models for

which we establish Cardy’s Formula and, following the approach outlined in

[22], establishes convergence to SLE6 for the law of the interface, thus estab-

lishing some limited statement of universality. In the course of (and in addition

to) accomplishing this, we obtain some results which may find applicability

to other percolation models: 1) We show how to extract Cardy’s Formula

given some interior analyticity statement (this requires some treatment of the

discretization procedure in relation to retrieval of suitable boundary values)

for a general class of domains; 2) our convergence to SLE6 proof is applicable

for any percolation model satisfying reasonable assumptions and for which

Cardy’s Formula can be established; 3) we obtain some (almost) uniform es-

timates on crossing probabilities which may contribute to establishing some

statement of rate of convergence to SLE6.
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Chapter I

Introduction

Phase transition is a ubiquitous natural phenomenon, the simplest example

being that of the transition from a liquid phase to a gaseous one, or the

ferromagnetic transition. At a more refined level, phase transitions can be

either discontinuous or continuous, characterized by exponential and power law

decay of correlations, respectively. Continuous transitions especially display

very interesting behavior near the transition point, also called the critical

point: Many quantities of physical interest are found to satisfy a power law of

the form |T − Tc|−ω, where Tc is the critical parameter, and ω is some scaling

exponent. In 2D, assuming various analytical properties of the scaling limits

of such models, physicists have made many predictions on critical behavior,

including exact values of scaling exponents. It is also expected that some

universal behavior should hold: The same model on different lattices should

converge to the same conformally invariant limit.

The mathematical description of such models involve putting a parameter

dependent probability measure on the space of all possible configurations. The
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setup is as follows: Start with some domain Ω ⊂ R2 with two marked boundary

points a and b, consider the lattice model at criticality on some discretization

Ωδ of Ω, and take the mesh size δ to zero. Often, if the model is considered

with suitable boundary conditions, then a distinguishing curve which runs

from a to b, called the interface, naturally arises in any configuration. These

curves then generate, through the underlying probability measure, a measure

on curves. O. Schramm suggested ([25]) that the limits of such µδ are given

by a one parameter family of laws on random curves, SLEκ, which can be

described as follows: Let us consider the curves γ(t) to be growing from 0 to

∞ on the upper half plane, and let gt be the conformal map from H \ γt to H,

then gt satisfies

∂tgt(z) =
2

gt(z)−√κBt

, g0(z) = z

where Bt is the standard Brownian motion. The SLE’s are characterized by

two properties: 1) conformal invariance and 2) Markov property. These two

properties can be easily described: Let µ denote the law of SLE curves, then

if (Ω, a, b) and (Ω′, a′, b′) are domains with two marked boundary points and

ϕ : Ω→ Ω′ is a conformal map, then conformal invariance requires that

ϕ(µ(Ω, a, b)) = µ(ϕ(Ω), ϕ(a), ϕ(b)).

On the other hand, the Markov property states that

µ(Ω, a, b) |γ[0,t]= µ(Ω \ γ[0, t], γ(t), b),

i.e., the law conditioned on an initial portion of the curve is the same as the

law in the domain formed by deleting the same initial portion of the curve.

2



There has been much mathematical progress establishing the convergence to

SLE of various models: See [18, 20, 13, 23].

As explained in [18] and [22], in order to prove convergence, what is re-

quired is 1) some a priori estimates which ensure the limiting measure (whose

existence is guaranteed by the Banach–Alaoglu Theorem) is supported on suf-

ficiently nice curves and 2) to find a good observable at the discrete level for a

sufficiently general class of domains and establish convergence and conformal

invariance of the observable, and 3) finally use the corresponding continuum

observable to pin down the value of κ (thus uniquely specifying the limiting

measure). The properties of the specific model under consideration feature

heavily in the first two items and conformal invariance is encoded in some dis-

crete analyticity or harmonicity of the relevant observable. Especially in the

cases of statistical mechanics models ([13, 23]), nice properties of the corre-

sponding observables actually follow from non–trivial combinatorial arguments

at the discrete level. Once convergence to SLE has been established, using SLE

one can recover information of interest about the model, e.g., computation of

critical exponents (see [24]).

I.1 Critical Percolation and Properties

The focus of the present manuscript is on critical percolation models, which we

now describe: Consider some regular lattice structure, e.g., the bond square

lattice or hexagonal tiling of R2. We let each bond, site, or tile be blue with

probability p and otherwise yellow, with probability 1− p, independently; this

3



induces a measure on the space of all possible configurations. It is well known

that there is a non–trivial, lattice dependent critical value pc such that a vertex

is connected to infinity by a blue path with positive probability if and only if

p > pc. For classical percolation results we allude to in the present section and

elsewhere, we refer the reader to [8] and [10].

In 2D, there is a suitably defined notion of a dual lattice and a dual per-

colation problem. E.g., for bond percolation on the square lattice, the dual

sites are placed in the middle of faces of the direct lattice and we declare a

dual edge to be yellow if and only if the direct edge it crosses is yellow. The

square lattice is self–dual: The dual lattice is a shift of the original lattice, and

corresponding to a parameter value p is a parameter p∗ on the dual lattice,

and, finally, we denote by psd the point where p = p∗. A similar notion of

duality works for the hexagonal tiling problem, and here the direct and dual

lattices actually coincide. Due to overwhelming symmetry, we actually have

pc = psd = 1/2 for both bond percolation on the square lattice and hexagonal

tiling.

It is the case that we have exponential decay of blue correlations (i.e., the

probability that two sites x and y are connected by a blue path decays like

e−ξ|x−y|) in the subcritical case, and by duality the same statement for yellow

in the supercritical case. By contrast, at criticality there is power law decay

of correlations for both species: The probability of a monochrome connection

between x and y can be bounded from above and below by the distance between

them raised to some power. There are also scale–invariant bounds on crossing

probabilities: There are upper and lower bounds for the crossing probability of

4



a L by γL rectangle which only depend on γ, and not L. (Again, this is true

for both blue and yellow crossings.) Further, such scale invariant estimates

can be “stitched” together to derive scale invariant bounds on existence of

blue (or yellow) rings in an annulus: Typically, we have two scales η < δ and

set up log(δ/η) annuli; the probability that there exists a ring in each annulus

is uniformly bounded below by α, independently. Therefore the probability

there does not exist a ring in any annulus tends to zero as η/δ → 0. These are

the so–called Russo–Seymour–Welsh (RSW) estimates, which is a basic tool in

deriving a priori estimates on (mathematical) quantities derived from critical

percolation.

Now suppose we are interested in the behavior near criticality. If we as-

sume that the relevant quantities of interest, for example the probability a site

is connected to infinity, the average finite cluster size, or the typical radius of

a cluster, behave like (p − pc) raised to some power, then using non–rigorous

methods scaling relations had been derived and numerical values for the vari-

ous exponents conjectured. Also, these exponents are expected to be universal,

which for examples means that they should be lattice independent. Kesten in

[17] rigorously showed that to understand near critical behavior, it is enough

to study the critical problem: In particular, to compute all the relevant ex-

ponents, it is enough to compute the one–arm and two–arm exponents at

criticality.
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I.2 The Scaling Limit and Cardy’s Formula

The idea is then to start with a bounded domain Ω, tile it with a lattice at

scale ε and perform percolation at the critical value. We would then like to

study the limit as ε → 0. We may envision e.g. ε = 1/N , so that we obtain

information about large scale behavior by studying the limit.

To obtain “full” information, we at least need some stochastic object in

the limit. The simplest such object, as alluded to earlier, is the (law of the)

interface. Recall that we start with a domain Ω ⊂ R2 with two marked

boundary points a and c, which divides the boundary into two parts. If we color

one part blue and the other yellow, then given any percolation configuration

there is indeed an interface running from a to c. We can also think of the

interface as the external boundary of the biggest blue cluster connected to

a certain piece of the boundary, so really the exact location of a and c is

immaterial. (Understanding the interface is the first step in an iterative process

to understand the full configuration in the scaling limit, which we shall not

address in the present manuscript; the interested reader may consult [7] on this

matter.) We can also think of the interface as a (realization of a) very simple

process: We start at one corner and reveal say hexagons one by one by flipping

a coin, then either turn left or right depending on the color of the hexagon

revealed; this will be referred to as the Exploration Process. Since everything

is independent, these two descriptions are the same, and in either the static or

dynamic description, one can note that we have the domain Markov property:

The law of the interface conditioned on an initial portion is the same as the law

of the interface if we started in the slit domain formed by the corresponding
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curve segment.

However, to establish convergence to the corresponding SLE – which turns

out to be SLE6 for percolation – we still must obtain conformal invariance from

the model. A convenient observable turns out to be crossing probability: Let

us now consider a simply connected domain with four marked boundary points,

i.e., a conformal rectangle, and look at the probability of say a left right blue

crossing. Crossing probabilities are believed to be conformally invariant and

given by Cardy’s Formula [11] (derived from conformal field theory considera-

tions and assuming conformal invariance) in the limit . If we conformally map

(Ω, a, b, c, d) to (H, 1 − x, 1,∞, 0) (here a, b, c, d ∈ ∂Ω are the marked points

and H denotes the upper half plane), then Cardy’s Formula takes the explicit

form

F (x) :=

∫ x
0

(s(1− s))−2/3 ds∫ 1

0
(s(1− s))−2/3 ds.

The idea is then to determine this one observable, but for all domains (see

[18, 22]). It is worth noting, for aesthetic reasons if nothing else, that this

ideology is in complete resonance with the Markov property: Starting with

a simply connected domain and running the interface (any interface) up till

some time t, we may learn the conditional distribution up till that time by

considering the corresponding slit domain. Indeed, our proof of convergence

to SLE6 ([4, 5]) – which follows the strategic initiative in [22], takes exactly

this approach.
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I.3 Site Percolation on the Triangular Lattice

The first result on convergence of percolation to SLE6 is due to Smirnov in

[13] – and completed by [8], restricted to site percolation on the triangular

lattice and Jordan domains. (There is no explicit assumption on the type of

domains under consideration in [13], but the result of [8] is restricted to Jordan

domains.)

The relevant observable for percolation, introduced in [13], is a function

related to the crossing probability: Let us add a marked point to the boundary

so that now the boundary is divided into three pieces Bi, i = 1, 2, 3. Then we

define the function u(i)(z) to be the probability of a blue crossing from Bi−1

to Bi+1, separating z from Bi (here addition is done modulo 3). These are the

now called Cardy–Carleson–Smirnov functions.

The discrete derivatives of the functions u(i) correspond to certain con-

figurations which are easy to describe and due to complete color switching

symmetry, a rather ingenious combinatorial bijection between the (configu-

rations contributing to the) discrete derivative of u(i) in one lattice direction

with the discrete derivative of u(i−1) and u(i+1) in other lattice directions is

constructed, which then implies (approximate) discrete versions of Cauchy–

Riemann equations.

These relations imply that F := u1 + e2πi/3u2 + e−2πi/3u3 converges (as

the lattice spacing tends to zero) to an analytic function. With appropriate

determination of boundary values, Beffara [4] observed that the limiting F

is in fact the unique conformal map from Ω to the equilateral triangle with

vertices at {1, e2πi/3, e−2πi/3}. If we evaluate u(i) at a boundary point, then
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we indeed obtain the (limiting) crossing probability of a conformal rectangle,

and, by Carleson’s observation, this corresponds to Cardy’s Formula.

I.4 Other Models and Universality

The proof of the interior analyticity statement for Cardy’s Formula in [13] re-

quires, at first glance, exact combinatorial identities and hence takes tremen-

dous advantage of the exact symmetries of the model for hexagonal tiling,

and consequently does not immediately work for any other lattice (including

the square bond percolation problem, which also has pc = 1/2, but lacks the

property that the direct and dual lattices coincide).

There were some efforts and results for other models (see [9, 10]), however,

the critical models considered therein were, at long distance, already demon-

strably equivalent to the hexagonal tiling model from which they were evolved.

This deviates somewhat from the original spirit of scaling and universality –

a central dogma for the theory of critical phenomona since the 1960’s: It is

supposed that one can infer the critical exponents of a given lattice model via

the universality class to which it belongs, i.e., one ought to learn about such

properties of the lattice model from the continuum limit, and not vice versa.

In [13], building on results from [12], we instead construct a non–trivial

class of locally correlated models evolved from bond percolation on the trian-

gular lattice and establish Cardy’s Formula for such models (for a restricted

class of domains). We may represent such models as a hexagonal tiling with

some hexagons allowed to be colored half blue and half yellow and here by

9



local correlation we mean that neighboring hexagons are not colored indepen-

dently – in contrast to the hexagonal tiling studied in [13] – but hexagons

separated by two or more lattice spacings are configured independently. The

original hexagonal tiling can be obtained as the degenerate case when the local

correlation is set to zero.

The underlying idea behind the construction of the models in [13] is that

instead of requiring color symmetry at the level of a single hexagon, we look for

color symmetry at a slightly larger scale, with the goal of utilizing some version

of the Cardy–Carleson–Smirnov functions to establish Cardy’s Formula. Hav-

ing constructed a satisfactory self–dual model with some color–symmetry, we

then show that the resulting self–dual models satisfy the typical critical prop-

erties and correlation inequalities. However, perhaps surprisingly, in addition

to the complications and intricacies of the models themselves, new ideas and

generalizations are required: A stochastic element vis–à–vis whether paths

are considered disjoint or not has to be introduced to successfully establish

some version of interior analyticity for modified functions ũ, ṽ, w̃ which are

now expectations of random variables instead of probabilities of events. We

then estimate away e.g., the difference |u− ũ| via percolation estimates as the

scaling limit is taken.

I.5 Convergence to SLE6

The statement of some universality, however, is not complete until we show

that (the law of the interface of) our models from [13] also converges to SLE6.
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While the proof of convergence to SLE6 is already sketched in [13] and later

completed in [8], it is not clear that the proof easily applies to models other

than hexagonal tiling. Perhaps more pertinently, we wish to provide a proof of

convergence (in [5]) along the lines of the [22], which, as explained at the end

of §I.2, requires consideration of a more general class of domains than Jordan

domains, which is the setting of [8].

Let us now expound on the last point. Let us be informal: At the discrete

level (i.e., lattice spacing is not yet zero), it is not terribly difficult to see that if

(Ω, a, b, c, d) is a conformal rectangle, Cε denotes the crossing probability from

[a, b] to [c, d] at the ε–scale, Ωε denotes Ω with some suitable discretization and

Xε
[0,t] denotes the interface up to some time t (parametrized in some reasonable

fashion), then

Cε(Ωε, a, b, c, d | Xε
[0,t]) = Cε(Ωε \ Xε

[0,t],Xε
t , b, c, d). (I.1)

This equation translates into the statement that Cε
t := Cε(Ω \Xε

[0,t],Xε
t , b, c, d)

is a martingale. If it can be demonstrated that limits can be taken and we

obtain in the continuum a corresponding conformally invariant martingale,

then we will have captured both defining properties of SLE.

Upon closer examination, we realize that it is a non–trivial task to remove

all ε’s from (VI.7). Indeed, in addition to Cε, one must also make sense of how

the discretizations Ωε converge to Ω and how Xε
[0,t] converges to a continuum

curve. As for the latter, we have from a result of [2] that (informally speaking)

we have Xε
[0,t] converges to some continuum X[0,t] in the sup–norm for curves

(which is given as the infimum over parametrization of the usual supremum

norm for functions). Thus – especially in light of the exposition in [14], one
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way to take the desired limit of (VI.7) is to provide a proof of Cardy’s Formula

where the domain is approximated by “sup–approximations”: Some portions

of the boundary of the domain may be approximated by curves converging to

them in the sup–norm.

This line of reasoning leads us to investigate in more detail the question

of discretization in relation to proving Cardy’s Formula. Here the key issue is

extraction of boundary values (recall that Cardy’s Formula can be retrieved

as boundary value of the Cardy–Carleson–Smirnov functions): Given discrete

functions uε on Ωε which are converging to u on Ω, how do we guarantee that

we can extract the appropriate boundary values for u? It is worth emphasizing

here that in order to establish Cardy’s Formula we must achieve pre–specified

limiting boundary values on various pieces of the boundary. We resolve such

issues in [4] by considering the situation from a complex analytic viewpoint.

As a result we can indeed obtain Cardy’s Formula for arbitrary domains (due

to specific technicalities of the models in [13], we can only establish Cardy’s

Formula there for domains with boundary Minkowski dimension less than two)

and take the limit of (VI.7).

Finally, we point out that the convergence proof in [5] is applicable for any

percolation model satisfying reasonable assumptions (these critical properties

are informally axiomatized in [5]) and for which Cardy’s Formula can be es-

tablished. It is in fact also the case that a lot of the arguments and results of

[4] would also go through for any reasonable model. The interior analyticity

statement required to prove Cardy’s Formula is, without a doubt, the most

elusive – and perhaps illusive as well – item in endeavors along these lines.
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I.6 Uniform Continuity of Crossing Probabil-

ities

Let us conclude by mentioning a relatively “elementary” result on some uni-

form continuity of crossing probabilities, which gives power–law (i.e., Cεα for

some α) estimates. This result may also be used to establish (VI.7) (although

it is too strong). Further, by translating the (limiting) crossing probability

into information about the driving function, this result may contribute to

some proof of rate of convergence to SLE6. Finally, we caution the reader

that this last chapter (chapter VI) contains non–rigorous discussions and the

arguments therein are perhaps far from optimal and not tight.

I.7 Guide to the Manuscript

The rest of the manuscript will then be a compilation of [12, 13, 4, 5, 6], in

the order as listed. There will be much redundancies and inconsistencies of

notations, for which the author apologizes in advance. The discussions in §I.4

– I.6 represent some summary of the results contained in the above–mentioned

references. Some additional remarks on the contents:

◦ §II.2 contains percolation results which will be later used in the con-

struction of the “flower” model in [13].

◦ §II.3 concerns random cluster models and should be skipped for readers

only interested in percolation.
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◦ §III is rather long. The main percolation contents are in §III.2 and §III.3

up to §III.3.2, culminating in establishing criticality for the “flower”

models constructed. Correlation inequalities for these models can be

found in §III.6 and §V.4.3.

◦ The rest of §III concerns color switching, etc., necessary to establish

Cardy’s Formula for the “flower” models for piecewise smooth domains.

Much of the arguments have a combinatorial/discrete probabilistic fla-

vor. The establishment of Cauchy–Riemann type relations and discrete

contour integration arguments are in §III.4.2 and §III.4.3.

◦ The interior analyticity statement necessary to establish Cardy’s For-

mula result is extended to domains with boundary Minkowski dimension

less than two in §V.4.4. The result in §IV then allows one to rigorously

extract Cardy’s Formula for such general domains for the “flower” mod-

els.

◦ §IV features complex analysis and invokes RSW estimates to establish

(limiting) boundary values.

◦ §V.3 involves percolation estimates to establish properties of a typical

limiting interface and also deals with crosscuts around prime ends in

order to obtain tightness for general domains. (We note that conformal

invariance of crossing probabilities is in fact utilized to show that there

are no double visits to the boundary (Lemma V.3.8).)

◦ §V.2 contains discussions of typical critical properties and collects results

to prove convergence to SLE6 given such properties and Cardy’s Formula.
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§V.2.4 contains some SLE arguments, including a priori estimates and

showing that it is possible to reparametrize by Löewner parametrization

(Corollary V.2.9).
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Chapter II

Random Cluster Models on the

Triangular Lattice

Abstract: We study percolation and the random cluster model on the tri-

angular lattice with 3-body interactions. Starting with percolation, we gen-

eralize the star–triangle transformation: We introduce a new parameter (the

3-body term) and identify configurations on the triangles solely by their con-

nectivity. In this new setup, necessary and sufficient conditions are found for

positive correlations and this is used to establish regions of percolation and

non-percolation. Next we apply this set of ideas to the q > 1 random cluster

model: We derive duality relations for the suitable random cluster measures,

prove necessary and sufficient conditions for them to have positive correlations,

and finally prove some rigorous theorems concerning phase transitions.

Keywords: percolation, random cluster models, Potts models, star–triangle

relations, FKG inequalities
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II.1 Introduction

The study of duality relations for 2D-Potts systems is not a new topic. Indeed,

it is older than the model itself in the sense that [21] and [2] provided special

cases long before the general Potts spin–systems were formulated. While we

will not dwell on the historical aspects of this subject, it is worth remarking

that this line of study has had immeasurable impact on the entirety of two–

dimensional statistical mechanics. Notwithstanding, the usual derivations of

duality for Potts models (see [36] and references therein) suffer in three respects

which we will describe in increasing order of importance:

• (I) There are informal aspects to many of the derivations and thus some

effort – presumably small – would be needed to elevate these derivations to

the status of mathematical theorems.

• (II) The various standard techniques, which include mapping to vertex

models or the introduction of dual–spin variables in the form of constraints,

do not include all relevant values of parameters. In particular, the dual–

constraints approach only makes sense for integer q ≥ 2. It is only as an

afterthought that duality relations for continuous q’s are inferred from the

analytic structure of the formulas produced for the integer q’s.

While we do not necessarily regard these two issues as being of great ur-

gency, the third issue is considered to be pertinent both by mathematicians

and physicists.

• (III) The result of a typical duality relation is the identification of the

free energies at dual parameter values. Hence, as concerns the subject of phase

transitions one is always left with an unsatisfactory provisional statement: If
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there is but a single non–analyticity, then this must occur at the self–dual

point.

It should be remarked that this third issue is certainly not “academic”.

In particular, in the so called rs–models, which are generalizations of the

Ashkin–Teller and/or the q–state Potts models (with q = r×s) there is a self–

dual line through an intermediate phase where, apparently, nothing of interest

transpires; c.f. [32], [26] and [9].

As an alternative to the “usual methods”, it is possible to establish du-

ality via graphical representations, in particular the FK–representation [15],

whereby the duality shows up on the level of the representation itself. Duality

in this context is akin to (and a generalization of) the elementary sort of dual-

ity found in Bernoulli percolation. Hence, using percolation based techniques,

genuine irrefutable statements can be made concerning the presence of phase

transitions at points of self–duality. For example, on the square lattice, duality

of the random cluster models has been used to establish rather sharp theorems

concerning their phase structures [3], [11].

In this work we will study the q–state Potts models – and their associated

random cluster representations – on the triangular lattice. For these problems,

the derivation is considerably more intricate than the square lattice; one must

first go through the intermediate honeycomb lattice. The inevitable conse-

quence of this contortion is the production of extra correlations in the dual

model. In the language of spin-systems, these correlations translate into the

phrase “three body interactions” but we iterate that the phenomenon is quite

general and occurs even for percolation (q = 1). Well known exceptions to
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this rule are (i) The Ising spin–system at all couplings and (ii) A special point,

called the star–triangle point, where by a miracle, the correlations in the dual

model vanish. Since the star–triangle point is also a point of self–duality, it is

readily identified as the transition point. However, to the authors’ knowledge,

it is only for the case of percolation ([33], [34]) that a rigorous theorem along

these lines has been established.

The perspective of this work is that since we are generically stuck with the

additional correlations after duality, then they should be in the model from the

outset. We find that with the additional freedom of “three body interactions”,

duality becomes a straightforward map in a two–dimensional space that has

a self–dual curve of fixed points. One of the points on this curve – and of no

particular significance – is the star–triangle point. This general picture has

been known (and under appreciated) for quite some time: Duality relations

on the level of free energies are derived in [36] using the methods of [5] – here

for integer q ≥ 2. Additional results along these lines are obtained in [35],

[37] and [4] via relations to vertex models. A cornerstone of the former work

is a graphical expansion akin to what is developed here. However, in these

works the representation was only employed as an auxiliary device. The full

potential for relating percolation phenomena in the graphical representations

to phase transitions (as defined by other means) and the use of the interplay

between direct and dual representations to elucidate this phenomena was not

exploited.

From the perspective of rigorous analysis, a significant problem emerges

at the outset. In particular, the sorts of additional correlations introduced

23



are not necessarily positive correlations. E.g. for the spin–systems, the extra

interactions are, as often as not, antiferromagnetic. While this may or may

not alter the nature of the transition, it is an enormous technical obstacle since

nearly all probabilistic arguments concerning systems of this sort are based on

the positivity of correlations. To overcome these difficulties, we must introduce

a reduced state space for the graphical models wherein positive correlations can

be re-established. Notwithstanding, our techniques do not cover the entirety of

the self–dual curve but this could in principle be accomplished by an extension

of our scheme. Further, to avoid technical complications we deal exclusively

with the isotropic case whenever possible: A priori, all three edges of the

triangle have the same probability of being occupied. One might also, with

some effort, extend various results proved here to the anisotropic cases.

The remainder of this paper is organized as follows: In section two, we

examine the case of percolation where the necessity of introducing local corre-

lations is underscored. Here the star-triangle duality is generalized and rela-

tively complete results for the phase diagram are derived. In section three, we

study this problem for the q > 1 random cluster models. The duality of [35]

and [4] are derived by graphical methods and we characterize the conditions

for positive correlations. Finally, in section four, we show that in the region

where correlations are positive, there is a phase transition (or at least critical

behavior) at all points of self-duality.
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II.2 Generalized Star–Triangle Relations: Per-

colation

II.2.1 The Classical Star–Triangle Situation

In order to motivate our work, we first briefly describe the classical star-triangle

relation. As mentioned above, we will treat the isotropic case, so let p be the

probability that a bond is occupied. Now on any given triangle there are eight

possible configurations; we denote their respective probabilities by e (empty),

s (single), d (double) and a (full). Thus, for example, s = p(1−p)2. Under the

usual sort of planar duality, the triangular lattice problem becomes a problem

on the honeycomb lattice where we could also associate a bond probability

e.g. pF = 1− p. Considering only connectivity properties and integrating out

the central vertex returns us to a problem on the triangular lattice (but with

the triangles inverted). Using e∗, s∗, d∗ and a∗ to denote probabilities of the

corresponding configurations, we easily arrive at

e∗ = p3 + 3p2(1− p), (II.1)

s∗ = p(1− p)2, (II.2)

3d∗ + a∗ = (1− p)3. (II.3)

Ostensibly, one would like to define a p∗ such that the right hand sides of (II.1),

(II.2), and (II.3) are, respectively, (1−p∗)3, p∗(1−p∗)2 and (p∗)3+3(p∗)2(1−p∗).

However, for general p ∈ (0, 1), this cannot be done – there are just too many

equations. Explicitly, if we try to force this sort of duality, this in turn forces

p to a particular value which, in fact, is the one for which p = p∗. To see this,
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if we substitute (II.1) into (II.2) we get, in the variables R = p/(1 − p) and

R∗ = p∗/(1 − p∗), the equation RR∗(R∗ + 3) = 1. But the similar procedure

on (II.3) and (II.2) gets us RR∗(R + 3) = 1 thence any non-trivial solution

requires R = R∗. At p∗ = p, we see that p must satisfy:

p3 − 3p+ 1 = 0, (II.4)

which is of course the self-dual point of the classic star-triangle relation.

II.2.2 Introduction of Correlations

Overall, the above situation is clearly not suitable for the development of a

general theory of duality. Clearly, if we wish to salvage this situation, the next

step would be to put in some sort of correlations. A manageable way to imple-

ment correlations – which has its analogs in physical systems, c.f. subsection

II.3.1 – is to introduce correlations within triangles but to keep separate tri-

angles independent. (Here, of course, we refer only to “up-pointing” triangles;

configurations on the “down-pointing” triangles will be determined from the

former.)

A secondary consequence of the above duality experiment (on a single

triangle) is the observation that, when the rinse cycle is finished, the dual

model does not really distinguish between the double and full configurations.

This is due to the fact that all we track are connectivities between sites and,

in both situations, the triangle is fully connected.

In this spirit, we might as well confine all of our attention to the three

types of configurations listed in (II.1), (II.2), and (II.3); e.g., we define our

26



model to have only five configurations on each triangle, namely empty, three

singles and a full. So (in the fully isotropic case) we have five parameters: e,

s and a with e+ 3s+ a = 1. We state without proof the following proposition

concerning this model on the triangular lattice:

Proposition II.2.1. Consider the model on the triangular lattice in which

configurations on the up-pointing triangles are independent and confined to

empty, singles and full with respective probabilities e, s and a. Then this

model is dual to the model with parameters e∗, s∗ and a∗ which are given by

e∗ = a (II.5)

s∗ = s (II.6)

a∗ = e (II.7)

In particular, the condition for self-duality is just a = e.

We make a simple observation which will be useful in the next subsection:

Corollary II.2.2. For the parameters a, e as above and for r ∈ [0, 1], the

curve a+ e = r is invariant under the ∗–map.

In order to translate all of this into a statement about percolation properties

of the model we will need to establish some FKG-type properties of the system.

Since separate up-pointing triangles are independent this amounts to a problem

on a single triangle. Here, unfortunately, we must prove the result for the

anisotropic case as it will be needed later. First we need some basic definitions.
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Definition II.2.3. Let Ω be a probability space with probability measure P .

Let A ⊂ Ω be an event and let ω ∈ Ω. Then the indicator function 1A is

defined by

1A(ω) =


1 if ω ∈ A,

0 otherwise.

If f is a function on Ω, then E(f), the expectation (or mean value) of f is

defined to be

E(f) =

∫
Ω

f(ω)dP (ω).

Finally, we say the functions f and g have positive correlations if

E(fg) ≥ E(f)E(g).

Theorem II.2.4. Consider the above described 5-state system realized as bond

configurations on a triangle: Let [S]1, [S]2 and [S]3 denote the events that the

three various sides of the triangle are the sole bonds occupied with [A] and [E ]

denoting the full and empty configurations. Let ν denote a measure on this

system and let us denote the respective probabilities of the above-mentioned by

s1, s2, s3, a and e. It is assumed without loss of generality that s1 ≥ s2 ≥ s3.

Then the necessary and sufficient condition for ν to have positive correlation

is

ae ≥ s1(s2 + s3)

Proof: To prove the necessity of the condition ae ≥ s1(s2 + s3), note that

if f(s1) = 0, f(s2) = 1 = f(s3) = 1, f(a) = 1 and f(e) = 0, and g(s1) = 0,

g(s2) = g(s3) = 1, g(a) = 1 and g(e) = 0, then E(fg) ≥ E(f)E(g) gives
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exactly that ae ≥ s1(s2 + s3). For sufficiency, we aim to show that

E(fg)− E(f)E(g) ≥ 0 (II.8)

To simplify matters we first note that (II.8) is not changed by adding constants

to f and g. Thus we may assume that f and g are overall non-negative and (by

subtracting f(E) and g(E) respectively) vanish on the lowest configuration.

Similarly, the truth or falsehood of (II.8) is unaffected by the scaling of f and

g so we may as well assume that f([A]) = g([A]) = 1.

Next let σ be a permutation on three letters such that

f([S]σ1) ≥ f([S]σ2) ≥ f([S]σ3)

. Then we are down to six parameters: for convenience let x1, x2, x3 denote

f([S]σ1), f([S]σ2), and f([S]σ3), respectively. Similarly define y1, y2, and y3

for g. We assume that some of these parameters are non-trivial, for otherwise

the theorem is already proved.

Next we observe that any increasing function is automatically positively

correlated with 1[A], the indicator of the top configuration. Indeed (with all

of our simplifications enforced), E(1[A]g) = a, whereas E(1A)E(g) = aE(g),

which is smaller. Thus, the quantity E(fg) − E(f)E(g) will decrease if we

subtract from f the function λ1A with λ > 0. However, in order to keep f

increasing, the most we can subtract is λ = 1 − max{x1, x2, x3} = 1 − x1,

by assumption. Thus, after this subtraction and more rescaling, we have that

x1 = 1.

Similar considerations show that min{x1, x2, x3} = 0. To see this one

first observe that g is always positively correlated with the function 1 − 1[E].
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Then subtracting from f the function x3(1− 1[E]) (where by assumption x3 =

min{x1, x2, x3}) and rescaling again gives the desired conclusion.

Given all these simplifications, we now have E(fg) = a + sσ1y1 + sσ2x2y2

and E(f)E(g) = (a + sσ1 + sσ2x2)(a + sσ1y1 + sσ2y2 + sσ3y3). Since the goal

is to show that E(fg) ≥ E(f)E(g), we may assume that y1 = 0 and y3 = 1,

since the coefficient of y1 in E(f)E(g) is smaller than in E(fg) and y3 does

not even occur in E(fg).

Next one can check that f is positively correlated with 1[S]σ2
+1[S]σ3

+1[A]:

To see this observe that E((1[S]σ2
+1[S]σ3

+1[A])f) = (x2sσ2 +a)(sσ2 +sσ3 +a+

sσ1 + e) whereas E(f)E(1[S]σ2
+ 1[S]σ3

+ 1[A]) = (xsσ2 + a+ sσ1)(sσ2 + sσ3 + a),

so the difference is ae − sσ1(sσ2 + sσ3), which is positive by hypothesis. It is

also easy to check that g − y2(1Sσ2
+ 1Sσ3

+ 1A) is still increasing. Also, note

that if y2 was equal to one before the subtraction, then after the subtraction

g ≡ 0 and again the conclusion of the theorem holds trivially, so we may as

well assume y2 6= 1. As before, Subtracting and renormalizing, we acquire

y2 = 0, which immediately implies that x2 = 1 since that maximizes E(f)E(g)

without changing E(fg).

To summarize we are down to f([E ]) = g([E ]) = 0, f([S]σ3) = g([S]σ1) =

g([S]σ2) = 0, f([S]σ1) = f([S]σ2) = g([S]σ3) = 1, and f([A]) = g([A]) = 1, so

for positive correlation we need

a ≥ (a+ sσ1 + sσ2)(a+ sσ3),

which is true if ae ≥ sσ3(sσ1 + sσ2). The right hand side is clearly maximized

when σ3 = 1 (since by assumption s1 is the maximum of s1, s2, and s3), and

we obtain ae ≥ s1(s2 + s3) as claimed.
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Remark (a). It is clear that the standard FKG technology does not extend

to the present case. Indeed, if we view our system as {0, 1}3, but restrict our

attention to measures which assigns weight zero to the double edge configu-

rations, then it is obvious that the FKG lattice condition fails for any such

measure. On a slightly more subtle level, regarding {[A], [S]1, [S]2, [S]3, [E ]}

as simply a partially ordered set with lattice structure given by X ∨ Y =

inf{Z|X � Z and Y � Z} and X ∧Y = sup{Z|Z � X and Z � Y }, it is not

hard to see that the FKG lattice condition holds whenever ae ≥ s1s2. This is in

apparent contradiction with (the necessity part of) Theorem (II.2.4). However,

the connection between the lattice condition and positive correlation hinges

on the fact that the lattice satisfies distributivity, which is a property that our

lattice lacks, as [S]1 = [S]1 ∧ ([S]2 ∨ [S]3) 6= ([S]1 ∧ [S]2) ∨ ([S]1 ∧ [S]3) = [E ].

Remark (b). We observe that ae ≥ 2s2 implies that a∗e∗ ≥ 2(s∗)2 by (II.5),

(II.6), and (II.7), so the ∗-map takes the region of positive correlation into

itself.

Remark (c). It is noted that for independent bonds, at density p, the condi-

tion ae ≥ 2s2 is well-satisfied. But supposing we write

e = (1− p)3(1− t), (II.9)

s = p(1− p)2(1− t), (II.10)

and

a = (p3 + 3p2(1− p))(1− t) + t (II.11)

(as we will have occasion to do when we discuss magnetic systems) and again

consider, with the obvious interpretations, our old eight configurations. Then
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it is clear that the correlations between bonds are positive if and only if t ≥

0. However, our condition ae ≥ 2s2 is satisfied for values of t which are

considerably negative.

II.2.3 Phase Diagram

Theorem II.2.5. Consider the correlated percolation model on the triangular

lattice as defined previously which has parameters e, s and a; the parameters

are described by points in the ae–plane. Supposing that ae ≥ 2s2, then in the

region

a+ e > r0 ≡
2
√

2

3 + 2
√

2
,

the following hold

(1) The region a > e has a (unique) infinite cluster.

(2) The region a < e has no infinite cluster and is characterized by exponential

decay of correlations.

(3) The line a = e has no infinite cluster of either type but power law (lower

bounds) on the decay of correlations.

These results are summarized in Figure 1.

Proof (sketch): We will be brief since the major ingredients are transcriptions

with minimal modifications of the well-known results from standard percola-

tion theory. Our setup will be as follows: we will fix the value of a+e, denoting

this by r, and write a = λr, e = (1− λ)r, 0 ≤ λ ≤ 1. We will denote by λc(r)

the (purported) threshold above which there is percolation (Notwithstanding,

we do not “yet” know that there will be percolation even if λ = 1). Notice by
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a

e

a+e = 1

Self dual line:
a = e

critical behavior.

(exponential decay
of correlations)

No Percolation

ae = 2s2

Percolation

No
Results

Figure II.1: Phase diagram for percolation problem on the triangular lattice; variable s

suppressed. The line a = e is the self–dual line. The curve ae = 2s2 separates the regions

with and without positive correlations. Within the region of positive correlations, a > e is

the percolation phase, a < e non–percolating with exponential decay of connectivities and

percolation of the dual model. These phases are divided by the self–dual line, where there

is no percolation of either type and critical behavior is observed. Some of these results may

be extended out of the region of positive correlations by monotonicity.
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Proposition (II.2.1) and its corollary that, in these circumstances, the duality

takes λ to 1− λ.

Our first claim is that the result on the exponential decay of connectivities

below threshold applies whenever r > 0 [24],[25]. The starting point is the

adaptation of Russo’s formula [29] to the current situation. For an increasing

event A , a triangle t is pivotal if, when empty, the event A does not occur

but if fully occupied then it does. Denoting by Pr,λ the probability measure

with parameters a = λr, etc, and Er,λ for the corresponding expectation, the

modification of Russo’s formula is easily shown to be

∂P(A )

∂λ
= rEr,λ(|δA |),

where |δA | denotes the number of pivotal triangles for the event A .

Next, we denote by An the event that the origin is connected by occupied

bonds to the boundary of a “ball” of radius n. It is clear that the basic “chain

of sausages” picture holds in this context (with paths of bonds replaced by

clusters of triangles) and at the endpoint of each sausage, a pivotal triangle.

We note that for the present setup two events are said to occur disjointly if they

are determined on the configurations in disjoint sets of triangles. Thus, using

the more general Reimer’s inequality [27] in place of the van den Berg–Kesten

inequality one can follow the standard derivations to obtain

Er,λ(|δAn|) ≥
n∑n

k=1 Pr,λ(Ak)
− const.

Thereafter, some tedious analysis shows that if at some λ0, Pr,λ0(An)→ 0

then for all λ < λ0, ∃Ψ > 0 such that Pr,λ(An) ≤ e−Ψ(λ,r)n; in particular there
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is exponential decay of connectivities. However, standard 2D arguments show

that once the direct model has rapid decay of correlations, the dual model

percolates. (E.g, if there is no connection between points on the x-axis with

x < −L and points with x > +L than some dual point with x-coordinate in

the vicinity of the gap is connected to infinity).

Using duality this immediately implies that λc ≤ 1/2: Any other possibility

would imply percolation of the dual model at values of λ greater than 1/2

which, by duality, implies percolation at λ–values less than 1/2, contradicting

the possibility of any other possibility.

For general values of parameters, the results of [6] apply which rules out

the possibility of multiple infinite clusters (of the same type). In the region of

positive correlation (r ≥ r0) the results of [12] and [18] (see also the proof by

Zhang, 1988, unpublished) demonstrates that infinite clusters of the opposite

type cannot coexist. This implies that there cannot be percolation of either

type on the self-dual line, i.e. that λc ≥ 1/2 so that λc = 1/2.

Finally, to prove power law lower bounds on the decay of correlations, we

observe that for appropriate rectangles of length–scale L, there is either a left–

right crossing by the direct bonds or a up-down crossing by the dual bonds,

so that without loss of generality the crossing probabilities are of order unity

uniformly in L. Standard arguments (see e.g. Theorem 2 in [11]) can then be

used to demonstrate power law lower bounds.

Remark. Our assumptions of positive correlations and that s1 = s2 = s3 are

the ingredients needed to use the Zhang (and [12], [18]) arguments. Without

these assumptions we cannot mathematically rule out the possibility of per-
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colation before or at the self-dual point with unique infinite clusters of both

types. In the independent case, coexisting clusters were ruled out in [16] using

direct (Kesten–style) arguments. It is conceivable that these arguments could

be modified to the present case but we make no specific claims. Nevertheless,

some of the isotropic results can be extended outside the regions of positive

correlations by domination arguments:

Corollary II.2.6. In the region a > r0/2, e < r0/2 the relevant (percolative)

conclusions of Theorem II.2.5 hold while in the region a < r0/2, e > r0/2 the

relevant non-percolative conclusions of Theorem II.2.5 hold.

Proof: Consider a point with parameters a > r0/2, e < r0/2 which is not

covered in the previous theorem. Such a point can be joined by a horizon-

tal line to a point in the percolative region described in Theorem II.2.5. For

all intents and purposes, the new measure is obtained from the known per-

colative measure by replacing empty triangles with singly occupied triangles:

Explicitly, the measure in question stochastically dominates a measure with

the stated percolative properties. The conclusion follows since the two claims

about the regions a > e, a+ e > r0 may be phrased in terms of the events:

(1) The existence (wp1) of an infinite cluster and

(2) Uniqueness of said cluster.

The first is manifestly increasing while the second is equivalent to the ab-

sence of an infinite cluster of the dual type, hence also increasing. The region

a < r0/2, e > r0/2 is handled similarly.
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II.3 Generalized Star–Triangle Relations:

Random Cluster Measure

II.3.1 Graphical Weights and Spin Systems

We start in this subsection with the random cluster models – a generalization

of the usual random cluster models which features interactions among certain

triples of sites. Here we will confine attention only to triples which constitute

three vertices of an up pointing triangle.

The random-cluster models are defined by four parameters, e, s, a, and q,

and are given formally by

W (ω) ∝ qc(ω)s|S(ω)|a|A(ω)|e|E(ω)| (II.12)

where ω is a bond configuration, |S(ω)| denotes the number of triangles with

solely one side occupied and |A(ω)| denotes the number of triangles with all

three vertices connected, and |E(ω)| the number of empty triangles. It may

be assumed, without loss of generality, that a + 3s + e = 1. Of course as

usual the above only makes sense in finite volumes with particular boundary

conditions; infinite volume problems are extracted via limits. However, as far

as we are concerned, boundary conditions only enter through the definition of

c(ω); once we establish the basic monotonicity properties of the model, there

are natural dominations in both volume and the various parameters s, a and

e. Then, the passage to infinite volume follows the exactly the same lines as

for the usual random-cluster model. Indeed, as far as these general matters

are concerned we refer the reader to [17] (see also [8] and [7]) where the issues
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have been discussed in some detail.

It is also clear (see the above mentioned citations) that for integer q greater

than one, this random-cluster model is the graphical representation of a (for-

mal) Potts Hamiltonian with two and three site interactions:

−βH =
∑

<x,y,z>

J(δσxσy + δσyσz + δσxσz) + κδσxσyσz , (II.13)

where the sum is over all generic up-pointing triangles. We assume that J is

positive but there is, as of yet, no restriction concerning the parameter κ.

For completeness, a quick derivation proceeds as follows: Let Λ denote a

finite collection of (up-pointing) triangles and HΛ the restriction of H to Λ

with free boundary conditions, and ZΛ the corresponding partition function.

Then,

ZΛ =
∑
σΛ

e−βHΛ =
∑
σΛ

∏
<x,y,z>∈Λ

(Sδσxσy+1)(Sδσyσz+1)(Sδσxσz+1)(1+gδσxσyσz),

where S = eJ − 1 and g = eκ − 1, and again with no stipulation about the

sign of g. Multiplying everything out, we get

ZΛ =
∑
σΛ

∏
<x,y,z>∈Λ

[1 + S(δσxσy + δσyσz + δσxσz) + Aδσxσyσz ],

where A = 3S2 +g(1+S)3, which we now stipulate to be positive. Notice that

we have deliberately failed to distinguish terms corresponding to products of

two, versus three Kronecker deltas. Opening up the product and identifying

graphical terms in the usual fashion we perform the trace to obtain

ZΛ =
∑
ω

qc(ω)S|S(ω)|A|A(ω)|, (II.14)
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where ω denotes a bond configuration restricted to five possibilities on each

triangle as described in the previous section. Since everything is positive, the

objects in the above summand represent weights for the configurations ω. For

convenience, we can multiply the above by an overall (irrelevant) factor and

then, by suitable redefinitions of parameters, we have our weights in the form

of (II.12).

We remark that the more standard decomposition into eight configurations

per triangle would, as can be checked, lead to positive correlations if and only

if g ≥ 0. Indeed, g/(1 + g) corresponds exactly to the parameter t which was

discussed in equations (II.9)-(II.11). As we will show in Theorem II.3.4 below,

the present system provides a great deal more leeway.

Remark. Finally, it is worth a reminder that as far as the spin systems are

concerned, most quantity’s relevance can be read directly from the graphical

problem [1], [13]. In particular (at least in the realm of positive correlations),

percolation is synonymous with magnetization, while the absence of percola-

tion implies unicity among the possible limiting Gibbs states.

II.3.2 Duality Relations and Self-Dual Curve

Theorem II.3.1. For the random cluster measure as defined in the previous

section, the duality relations are given by

s∗

e∗
=
(qs
a

)
and

a∗

e∗
=

(
q2e

a

)
.
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The self dual curve, obtained in the above by setting a = a∗, e = e∗ and s = s∗

is then

a = qe.

Remark. We note that the above corresponds exactly to equation (15) in

[35].

Proof (sketch): To derive the duality relations, we make use of Euler’s for-

mula, which, as usual, has to be interpreted in the context of specific boundary

conditions. And here we have the additional step of integrating out the middle

spin to return to the triangular lattice. However, with careful consideration of

the situation at the boundary, dual measures may be identified in finite vol-

ume. Specifically, if Λ consists of nothing more than N connected up–pointing

triangles with free boundary conditions, then the dual model will consist of

the corresponding down–pointing triangles with fully wired boundary condi-

tions. Other scenarios at the boundary can be treated in a similar fashion; we

will be content to proceed formally. But before we begin there is yet another

technical difficulty: Our three-body interactions do not distinguish between

triangles with two or three edges occupied; in order to use Euler’s formula

we must take this into account, so we set the convention that all three-body

interactions have all three edges occupied. Now, finally, we have:

W (ω) = qc(ω)s|S(ω)|a|A(ω)|e|E(ω)|

∝ ql(ω)

(
s

q

)|S(ω)|(
a

q3

)|A(ω)|

e|E(ω)|.

Thus if ωF is the standard dual (on the hexagonal lattice) we have:

W (ω) ∝ qc(ω
F)

(
s

q

)|S(ωF)|(
a

q3

)|E(ωF)|

e|A(ωF)|,
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where |e(ωF)| corresponds to the number of empty triads, etc. Finally, inte-

grating out all middle spins, we obtain:

W (ω) ∝ qc(ω
∗)

(
s

q

)|S(ω∗)|(
a

q2

)|E(ω∗)|

e|A(ω∗)|

∝ qc(ω
∗)
(qs
a

)|S(ω∗)|
1|E(ω∗)|

(
eq2

a

)|A(ω∗)|

.

Here we have used the fact that the empty configuration on the triad has four

connected components while that on the triangle when the middle vertex is

integrated out has only three, so we must compensate a factor of q for each

E(ωF), yielding the q−2a. The weights are now in the form of equation (II.14).

Derivation of the self-dual curve is now straightforward.

Simple algebra now gives:

Corollary II.3.2. For λ ≥ 0, the regions ae ≥ λs2 are invariant under the

∗–map.

II.3.3 Positive Correlation

Our proof of positive correlations will concern N triangles with configurations

of the type described and measures determined by the weights given in (II.12).

For the purposes of this proof, we make no restrictions on the geometry of the

triangles: they need not represent a subset of the triangular (or any other

planar) lattice. In general, sites can belong to any number of triangles, but

if a pair of sites belong to two distinctive triangles, the associated bonds can

appear twice. In addition, we will need to consider different sorts of boundary

conditions on our N triangles; these will, generically, be denoted by Γ. These
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Γ conditions are the identification of sets of points which are considered to be

“preconnected” (even if no bonds are present). In particular, the specification

of Γ provides us with a precise notion of c(ω) and, for all intents and purposes,

determines the geometry of the collection.

Definition II.3.3. Fix a, e, s with a + 3s + e = 1. Let Λ be a fixed set

of vertices in the triangular lattice corresponding to M triangles which we

label t1, t2, . . . , tM . Let TM ≡ {[E ], [S]1, [S]2, [S]3, [A]}M denote the set of

configurations on {t1, t2, . . . , tM}. Let Γ denote an arbitrary wiring on Λ, then

for ω ∈ TM ,

W Γ
Λ (ω) ∝ qc(ω,Γ)e|E(ω)|s|S(ω)|a|A(ω)|, (II.15)

where c(ω,Γ) now denotes the number of connected components determined

by the wiring Γ as well as the configuration ω. Now for N ≤M , and ω ∈ TN ,

we let

µΓ
N(ω) ∝ W Γ

Λ (ω, [E ], . . . , [E ]︸ ︷︷ ︸
M−N times

),

denote the measure on those N triangles obtained from the corresponding

weight.

Remark. The main thing to remember from the above definition is that we

are working with some a priori Λ and all the vertices of Λ are taken into

account in the term c(ω,Γ); this will become important later in the section

when the structure of the weights actually come into play. Needless to say,

we will be interested (for the purposes of induction) in an N which may be

envisioned as far smaller than M ; indeed, for finite M there is no difficulty

with the immediate passage M →∞.
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Theorem II.3.4. Let µΓ
N denote the measures as described above with q ≥ 1

and ae ≥ 2s2. Then for all N and all wiring boundary conditions Γ, these

measures have positive correlations.

The idea is to proceed by induction on the number of triangles N which

we regard as embedded in the larger space of M triangles, N−M of which are

automatically empty. We will need the strong inductive hypothesis that µΓ
N−1

has positive correlations for all possible wirings Γ. For the case N = 1, there

are clearly only five possible outside wirings: no vertices are connected, the

vertices corresponding to side one (respctively two and three) are connected,

and finally all three vertices are connected; we denote these wirings by E , S1

S2, S3, and A , respectively. The all wired case, namely µA
1 is exactly the

case proved in Theorem II.2.4. Let us quickly dispense with another example,

µS1
1 . Here we see

µS1
1 ([S]1) = zs.

Meanwhile, for k = 2, 3,

µS1
1 ([S]k) = z

s

q
,

and finally

µS1
1 ([A]) = z

a

q
, µS1

1 ([E ]) = ze,

where we use the notation [A], [S]1, . . . ,[E ] to denote the relevant corre-

sponding events and z is a normalization constant. The necessary inequal-

ity µS1
1 ([A])µS1

1 ([E ]) ≥ µS1
1 ([S]1)(µS1

1 ([S]2) + µS1
1 ([S]3) follows readily from

ae ≥ 2s2 provided q ≥ 1. The other cases are just as easily demonstrated and

we may consider the base case to be established.
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We make use of two key ideas in the forthcoming inductive proof. The

first is a generalized version of the lattice condition. Indeed, whenever the

underlying space is the product of linearly ordered spaces, the lattice condition

is entirely equivalent to the minimalist version:

ν(η, a, b)

ν(η, a, b′)
≥ ν(η, a′, b)

ν(η, a′, b′)
, (II.16)

where the a’s and b’s represent the configuration at any two coordinates, η is

all other coordinates and a ≥ a′ and b ≥ b′. Crucial to our argument is that

despite the absence (or inapplicability) of the full lattice condition, an analogue

of (II.16) nevertheless holds. The second key idea is a slight generalization of

Proposition 2.22 in [22] which is the statement that a convex combination of

two measures with positive correlations itself has positive correlations if one

of the measures FKG dominates the other. We state and prove these as our

next two lemmas below.

Lemma II.3.5. Let µΓ
N be defined as above with q ≥ 1. Then an analogue

of (II.16) holds for µΓ
N , provided the separate increases pertain to different

triangles. E.g., if TN−2 is the configuration on the first N − 2 triangles, and

we have TN−1, T ′N−1, TN , T ′N as configurations on the last two triangles with

TN−1 � T ′N−1 and TN � T ′N , then

µΓ
N(TN−2, TN−1, TN)

µΓ
N(TN−2, TN−1, T ′N)

≥ µΓ
N(TN−2, T

′
N−1, TN)

µΓ
N(TN−2, T ′N−1, T

′
N)
.

Proof: Examining the ratios in the statement above, a quick glance at (II.15)

reveals that all the “prefactors” cancel on both sides of the purported inequal-

ity, leaving only the q–dependent terms. Since q > 1, the above amounts to a
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special case of

C(ω ∨ η) + C(ω ∧ η) ≥ C(ω) + C(η),

which has been proved in complete generality in numerous places (e.g. [1]).

Lemma II.3.6. Let (H ,�
H

) and (K ,�
K

) be finite partially ordered sets.

Let µ be a probability measure on H and for each η ∈H , let νη be a probability

measure on K . It is supposed that µ has positive correlations, that for each

η, the measure νη has positive correlations and furthermore, if η1 � η2, then

νη1 ≥
FKG

νη2. Then

ν(−) ≡
∑
η∈H

µ(η)νη(−)

has positive correlations.

Proof: Let f and g be increasing functions on K . Then

Eν(fg) =
∑
ω∈K

ν(ω)f(ω)g(ω)

=
∑
η∈H

µ(η)Eνη(fg)

≥
∑
η∈H

µ(η)Eνη(f)Eνη(g).

It is observed from the hypothesis that Eνη(f) and Eνη(g) are increasing in η

and the result follows from the positive correlation of µ.

Now let us informally proceed with an inductive proof. In what is to follow

we assume thatf and g are increasing functions on N triangles, TN−1 always

denotes the configuration on the first N−1 triangles and TN ∈ {[A], . . . , [E ]} a

generic state of the N th triangle. We condition on the state of the last triangle,
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and according to Bayes’ formula, we get

µΓ
N(−) =

∑
TN

µΓ
N |∆N

(TN)µΓ
N(−|TN),

where µΓ
N |∆N

is the restriction of µΓ
N to the last triangle.

As far as the first N−1 triangles are concerned, we can apply the inductive

hypothesis to conclude that the measures µΓ
N(−|TN) has positive correlations,

since the conditioning, along with Γ, give us some wiring scenario for these

triangles. So (appealing to Lemma (II.3.6)) we will be done if we can show that

(i) EΓ
N(f |TN) and EΓ

N(g|TN) are increasing in TN (i.e. µΓ
N(−|TN) ≥

FKG

µΓ
N(−|T ′N)

whenever TN � T ′N), and (ii) the measure µΓ
N |∆N

has positive correlation.

These are the topics of yet the next two lemmas.

Lemma II.3.7. Let f and TN be as described and define

FTN = EΓ
N(f |TN).

Then FTN is an increasing function.

Proof: Suppose TN � T ′N . Then we note that, as in the standard argument,

Lemma (II.3.5) implies that

φ(TN−1) =
µΓ
N(T ′N)

µΓ
N(TN−1, T ′N)

µΓ
N(TN−1, TN)

µΓ
N(TN)

(II.17)

is an increasing function of TN−1 = (T1, ..., TN−1). We aim to show that

EΓ
N(f |TN) ≥ EΓ

N(f |T ′N).

We have

EΓ
N(f |TN) =

∑
TN−1

f(TN−1, TN)
µN(TN−1, TN)

µN(TN)

≥
∑
TN−1

f(TN−1, T
′
N)
µN(TN−1, TN)

µN(TN)
,
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since f is increasing and TN ≥ T ′N . Now the last expression can be rewritten

as ∑
TN−1

f(TN−1, T
′
N)
µΓ
N(TN−1, T

′
N)

µΓ
N(T ′N)

φ(TN−1) = EΓ
N(fφ|T ′N),

which by induction is greater than or equal to EΓ
N(f |T ′N)EΓ

N(φ|T ′N). Thus,

concatenating the above expressions, we have

EΓ
N(f |TN) ≥ EΓ

N(f |T ′N)EΓ
N(φ|T ′N)

= (
∑
TN−1

f(TN−1, T
′
N)
µΓ
N(TN−1, T

′
N)

µΓ
N(T ′N−1)

)(
∑
TN−1

µΓ
N(TN−1, TN)

µΓ
N(TN)

)

= EΓ
N(f |T ′N),

since
∑

TN−1

µΓ
N (TN−1,TN )

µΓ
N (TN )

= 1.

Lemma II.3.8. Let µΓ
N |∆N

denote the measure µΓ
N as described above restricted

to the N th triangle. Then µΓ
N |∆N

has positive correlation.

Proof: We will again make use of Lemma II.3.6, so we write

µΓ
N |∆N

(−) =
∑
B

µΓ
N(B)µB

N |∆N
(−), (II.18)

where B represents the total wiring conditions outside the N th triangle due to

the initial wiring condition Γ and the outside configurations, TN−1. However,

the overall effect of Γ and TN−1 is to produce one of the five types of wiring

on a single triangle – a situation with which we are familiar – and henceforth

we may assume B ∈ {A ,S1,S2,S3,E }.

We note that for each B, µB
∆N

has positive correlations (the subject of

the base case). Next, we claim that B � B′ implies that µB
N ≥

FKG

µB′
N . This

follows from the observation that less wiring on the outside produces more
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factors of q−1 for the weights of the higher configurations (see the Remark

after Definition (II.3.3)). Explicitly, it can be checked that for B � B′,

µB′

N ∝ DµB
N ,

where D (which depends on B′ and B) is a decreasing function of TN . Thus

we have verified two of the three hypotheses of Lemma (II.3.6).

We are down to the last hypothesis; here we will need to write µΓ
N(B) in a

more explicit form. Note that by induction µΓ
N−1(B) has positive correlations,

so we seek some relationship between µΓ
N(B) and µΓ

N−1(B). To do this we must

exploit the “almost” product structure of the weights (II.15) from which our

measures came. So we first let ZN−1(B) denote the weight of observing B,

before the introduction of the N th triangle, and let ZT
N−1 =

∑
B ZN−1(B)

denote the overall normalization factor, so that λB ≡ ZN−1(B)/ZT
N−1 =

µΓ
N−1(B). Next we may write ZN−1(B) =

∑
TN−1

1TN−1∪Γ=BW
Γ
Λ (TN−1), where

W Γ
Λ (TN−1) is the weight of observing the configuration TN−1 as given by

(II.15). Similarly, if ZN(B) denotes the weight of observing B given the

N th triangle, then

ZN(B) =
∑
TN−1

1TN−1∪Γ=B

(∑
TN

W Γ
Λ (TN−1, TN)

)
.

Comparing the previous two expressions and referring back to Definition (II.3.3),

it is not difficult to see that

ZN(B) = n
B
ZN−1(B),

where (up to a factors of e) n
E

= ( a
q2 + 3s

q
+ e), n

Si
= (a

q
+ s + 2s

q
+ e), and

n
A

= (a+3s+e) – which happens to be one. Thus, letting ZT
N =

∑
B ZN(B),
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we arrive at

µΓ
N(B) =

ZN(B)

ZT
N

=
ZT
N−1

ZT
N

λBnB
.

It is noted that the factor ZT
N−1/Z

T
N is independent of the wiring B, TN , etc.

Thus by Theorem (II.2.4) all we need to show is that (n
A
λA )(n

E
λE ) exceeds

n
S1
λS1(n

S2
λS2 +n

S3
λS3) – or whatever ordering combination maximizes the

latter object. To this end, let σ be a permutation on three letters such that

λSσ1
≥ λSσ2

and λSσ1
≥ λSσ3

. Our last hypothesis will be verified if we can

show that

(n
E
λE )(n

A
λA ) ≥ (n

Sσ1
λSσ1

)(n
Sσ2

λSσ2
+ n

Sσ3
λSσ3

).

To this end, we first observe that the induction hypothesis implies λA λE ≥

λSτ(1)
(λSτ(2)

+ λSτ(3)
) for any permutation on three letters τ : On general

grounds this is true because of the similarity between the outside wiring space

and the inside configuration space. But, to proceed formally, let f and g be

the increasing functions of the outside wiring such that f(E ) = g(E ) = 0,

f(A ) = g(A ) = 1, f(Sτ(1)) = 1− g(Sτ(1)) = 1 and f(Sτ(i)) = 1− g(Sτ(i)) =

0, i = 2, 3. Then by the fact that µN−1 has positive correlation, we indeed get

λA λE ≥ λSτ(1)
(λSτ(2)

+ λSτ(3)
). On the basis of this inequality we only need

that n
A
n

E
≥ n2

Sσ1
(since n

Sσ1
n

Sσ1
= n

Sσ1
n

Sσ2
= n

Sσ1
n

Sσ3
), i.e. we need

that,

(a+ 3s+ e)(
a

q2
+

3s

q
+ e) ≥ (

a

q
+ s+

2s

q
+ e)2.

Now if one multiplies and compares terms, one has an expression which involves

(q − 1) times a quantity which is “easily positive”.

We have verified all three hypotheses of Lemma (II.3.6) and can therefore
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conclude that µΓ
N |∆N

has positive correlation.

Proof of Theorem (II.3.4): As already remarked, we will (again) use

Lemma II.3.6. Explicitly, we apply Lemma (II.3.6) with

H = {[A], [S]1, . . . , [E ]}

(corresponding to configurations on the N th triangle) and µ = µΓ
N |∆N

, and

K = {[A], [S]1, . . . , [E ]}N (corresponding to configurations on all N triangles)

and νη = µΓ
N(−|η). The three hypotheses of the Lemma are verified by the

induction hypothesis and Lemmas II.3.7 and II.3.8.

We conclude this section with a brief discussion on infinite-volume limits:

In the region of positive correlations, more wiring leads to a higher measure.

Thus, for free boundary conditions (the restrictions of) measures increase with

increase volume and for fully wired boundary conditions, they decrease. So, for

a nested sequence of volumes which exhaust the lattice, well-defined infinite-

volume limits – which are independent of sequence – exist. Furthermore, as

mentioned earlier, wired and free measures may be dually identified in finite

volume. Thus, in turn, we may identify the dual of the infinite volume free

measure as the wired measure and vice versa.

II.3.4 Phase Transitions

In this subsection, we establish results on phase transitions in the q–state

Potts/random cluster models under consideration. Here, unlike in the per-

colation case, we cannot establish with certainty whether the transition is
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continuous or discontinuous. Moreover, for the continuous cases, our state-

ments will be considerably weaker than our Theorem II.2.5 since much of the

technical artillery (e.g. the van den Berg-Kesten inequalities) do not apply.

In particular, in the continuous case, we cannot even prove that the percola-

tion/magnetization transition actually occurs on the self-dual line. Neverthe-

less, critical behavior is established for self–dual points which are also points

of continuity, the subject of our first proposition:

Proposition II.3.9. Consider the random cluster model on the triangular

lattice as defined by (II.12) and satisfying ae ≥ 2s2. Then at any self–dual

point a = qe which is a point of continuity of the bond density the following

hold: (1) The percolation probability vanishes and (2) there are power law

lower bounds on the correlation functions.

Proof: Much of the proof can be transcribed directly from our proof of The-

orem II.2.5 and as for the rest, similar arguments have appeared before ([3],

[11]), so we will be succinct. The first statement follows from the results in [19]

which, under the conditions of positive correlations and 2D symmetries, forbids

coexisting infinite clusters of the opposite types. Thus, in any realization, there

is either no percolation of either type or there are separate states (depending

on how the infinite–volume limit was constructed) which have and don’t have

percolation. However, this latter happenstance, by appeal to Strassen’s Theo-

rem [30] implies that the distinctive states have different bond densities which

would imply a discontinuity in the bond density. For the second statement,

routine arguments which may be traced back to [1] imply that the limiting

random cluster measure is unique and therefore may be identified with the
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dual measure; on this basis the rest of the argument follows mutatis mutantis

from the proof of Theorem II.2.5 for percolation (again see [11]).

Finally we show that in the region of positive correlation, any discontinuity

in bond density must occur on the self–dual curve:

Proposition II.3.10. Consider the random cluster model on the triangular

lattice as defined by (II.12) and satisfying ae ≥ 2s2. Then any discontinuity

in the bond density must occur on the self–dual curve as given by a = qe.

Proof: Our proof is a variation of the one found in [3]; here we unfortunately

do not have a convenient family of curves which are nicely preserved under

the duality relations. We will work with A and S parameters given in (II.14);

suppose at (A0, S0) – with A0 > 2S2
0 – we have a discontinuity in the bond

density. Let λ ≥ 1 and consider the curve C ≡ {(2λS2
0 , S0) : λ ≥ 1}. We

note that along C the measure is FKG increasing with increasing λ. Next let

λSD, λP and λD denote the corresponding values of λ at which the curve C

intersects the self–dual curve, the percolation threshold, and the discontinuity,

respectively. We aim to show that λSD = λP = λD.

Let Cl denote the part of C which is below the self–dual curve and similarly

let Cu denote the part of C which is above the self–dual curve. Since it is not

the case that (Cl)
∗ = Cu, we need to define two new curves to work with: Let

Cy = Cl ∪ (Cl)
∗ and Cp = Cu ∪ (Cu)

∗, and we parametrize Cy by λy and Cp by

λp with the requirement that λ = λy on Cl and λ = λp on Cu (and extending in

the obvious fashion). We remark that with these parametrizations, Cy and Cp

are FKG increasing in λy and λp by duality (or by explicit computation): E.g.,

on Cy ∩ Cl the measures are clearly FKG increasing; on the other hand, this

52



implies the measures corresponding to the dual parameters – these lie on (Cl)
∗

and are parametrized by λy ≥ λSDy – are decreasing in λy for λy ≤ λSDy , and

hence increasing in λy for λy ≥ λSDy . Now if we let λDy , λSDy and λPy denote the

corresponding values of λy at which the curve C intersects the self–dual curve,

the percolation threshold and (should it exist) the discontinuity, respectively.

Similarly we define λDp , λSDp and λPp for Cp. Then λSDy = λSDp = λSD.

First we show that λP ≥ λSD: If this is not the case, then for λSD > λ > λP

the direct model is percolating in the wired state. Note that this λ corresponds

to a λy in our new parametrization. At the dual value, λ∗y, we would then have

dual percolation in the state with free boundary conditions. However, the

dual model in the wired state at parameter λ “dominates” the dual model in

the free state at parameter λ∗y, and hence there is dual and direct percolation

at λ (e.g. in the wired state), which is a contradiction of [19]. Next we

can easily show that λP ≤ λD: This is because a discontinuity in the bond

density implies non-uniqueness of the limiting measure and hence, ultimately,

percolation. Finally, we must have λD ≤ λSD: Towards a contradiction assume

that λD > λSD; this implies that λDp actually exists and is equal to λD. Next

note that the same argument that showed λP ≤ λD also shows λPp ≤ λDp .

Since we have a discontinuity in the direct model if and only if we have a

discontinuity in the dual model, we have another discontinuity at λ∗p < λSDp ≤

λPp , a contradiction.
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II.4 Conclusion

We have described a Potts/random cluster model on the triangular lattice with

three–body correlations. By introducing a reduced state space, the duality

relations are easily derived. It is noted, in the context of spin systems, that

the purely ferromagnetic region of parameters is not mapped into itself under

duality. More generally, in the q ≥ 1 random cluster models, when we consider

the full state space, the region which has positive correlations is not mapped

into itself. However, for the reduced case, necessary and sufficient conditions

for positive correlations are derived which are invariant under duality and

include a larger portion of the original parameter space. Under the conditions

of positive correlations, for percolation and for values of q where there are

discontinuities, it is proved that the transition occurs at the self–dual point;

if there is no discontinuity, self–dual points admit critical behavior. On the

basis of exact solutions [4] it has been argued that the dividing line is q = 4,

similar to the situation on the square lattice. The advantage of the current

random cluster formulation is that this hypothesis can be tested numerically

using cluster methods; e.g., the algorithms in [13], [23] and [10] can be readily

adapted. While we have no reason to doubt the results in [4] in this case, for a

related model with three–body interactions on the square lattice, there is some

evidence pointing to the reduction of the dividing q. In any case, although we

will not discuss details, it should at least be possible to prove that for large q

there is a discontinuous transition. Here certain modifications will be needed

to adapt the methods of reflection positivity to the present case, which may

very well be the subject of a later paper.

54



Bibliography

[1] M. Aizenman, J. T. Chayes, L. Chayes, and C. M. Newman. Discontinu-

ity of the Magnetization in One-Dimensional 1/|x− y|2 Ising and Potts

Models. J. Stat. Phys. 77, 351-359 (1994).

[2] J. Ashkin and E. Teller. Statistics of Two-Dimensional Lattices with Four

Components. Phys. Rev. 64, 178–184 (1943).

[3] T. Baker and L. Chayes. On the Unicity of Discontinuous Transitions in

the Two-Dimensional Potts and Ashkin-Teller Models. Jour. Stat. Phys.

93, 1-15 (1998).

[4] R. J. Baxter, N. H. V. Temperley and S. E. Ashley. Triangular Potts

Model at Its Transition Temperature, and Related Models. Proc. R. Soc.

A 358, 535-539 (1978).

[5] Theodore W. Burkhardt. Applications of an Exact Duality-Decimation

Transformation for Two-Dimensional Spin Systems on a Square Lattice.

Physical Review B. 20 no. 7, 2905-2913 (1979).

[6] R. M. Burton and M. Keane. Density and Uniqueness in Percolation.

Comm. Math. Phys. 121 no. 3, 501–505 (1989).

55



[7] J. T. Chayes and L. Chayes. The Correct Extension of the Fortuin-

Kasteleyn Result to Plaquette Percolation. Nuclear Physics B235, 19-23

(1983).

[8] L. Chayes. Percolation and Ferromagnetism on Z2: the q-state Potts

Cases. Stochastic Processes and Their Applications 65, 209-216 (1996)

[9] L. Chayes and J. Machta. Graphical Representations and Cluster Algo-

rithms I. Discrete spin systems. Physica A 239, 542-601 (1997).

[10] L. Chayes and J. Machta. Graphical Representations and Cluster Algo-

rithms II. Physica A 254, 477-516 (1998).

[11] L. Chayes and K. Shtengel. Critical Behavior for 2D Uniform and Disor-

dered Ferromagnets at Self-Dual Points. Comm. Math. Phys. 204, 353-

366 (1999).

[12] E. Domany and E. K. Riedel. Two-Dimensional Anisotropic N-Vector

Models. Phys. Rev. B 19, 5817-5834 (1979).

[13] R. G. Edwards and A. D. Sokal. Generalization of the Fortuin-Kasteleyn-

Swendsen-Wang Representation and Monte Carlo Algorithm. Phys. Rev.

D. 38, 2009-2012 (1988).

[14] Essam and Syskes. Dimensional Crossover in Selective Site Percolation.

J. Math. Phys. 5, 1117-27 (1964).

[15] C. M. Fortuin and P. W. Kasteleyn. On the Random-Cluster Model. I.

Introduction and Relation to Other Models. Physica 57, 536-564 (1972).

56



[16] G. Grimmett. Percolation. Berlin, New York: Springer Verlag (1999).

[17] G. Grimmett. Potts models and random-cluster models with many-body

interactions. J. Stat. Phys. 75, 67–121 (1994).

[18] A. Gandolfi, G. Grimmett, and L. Russo. On the Uniqueness of the

Infinite Open Cluster in the Percolation Model. Comm. Math. Phys.

113, 549-552 (1988).

[19] A. Gandolfi, M. Keane, and L. Russo. On the Uniqueness of the Infi-

nite Cluster in Dependent Two-Dimensional Site Percolation. Annals of

Prob. 16, 1147-1157 (1988).

[20] D. Kim and R. I. Joseph. Exact Transition Temperature of the Potts

Model With q States Per Site for the Triangular and Honeycomb Lattices.

J. Phys. C. 7, L167 (1974).

[21] H. A.Kramers and G. H. Wannier. Statistics of the Two-Dimensional

Ferromagnet. I. Phys. Rev. (2) 60, 252-262 (1941).

[22] T. M. Liggett. Interacting Particle Systems, Berlin, New York: Springer

Verlag (2005).

[23] J. Machta, Y. S. Choi, A. Lucke, T. Schweizer, and L. V. Chayes. Invaded

Cluster Algorithm for Equilibrium Critical Points. Phys. Rev. Lett. 75,

2792-2795 (1995).

[24] M. V. Menshikov. Coincidence of Critical Points in Percolation Prob-

lems. Soviet Mathematics Doklady 33, 856-859 (1986).

57



[25] M. V. Menshikov, S. A., Molchanov, and A. F. Sidorenko. Percolation

Theory and Some Applications. Itogi Nauki i Techniki, Series of Probabil-

ity Theory, Mathematical Statistics, Theoretical Cybernetics 24, 53-110

(1986).

[26] C. E. Pfister. Phase Transitions in the Ashkin-Teller Model. J. Stat.

Phys. 29, 115-118 (1982).

[27] D. Reimer. Proof of the vanden Berg-Kesten Conjecture. Combin.

Probab. Comput. 9 no. 1, 27-32 (2000).

[28] L. Russo. A Note on Percolation. Z. Wahrscheinlichkeitstheorie und

Verw. Gebiete 43 no. 1, 39-48 (1978).

[29] L. Russo. On the Critical Percolation Probabilities. Zeitschrift fur

Wahrscheinlichkeitstheorie und Verwandte Gebiete 56, 229-237 (1981).

[30] V. Strassen. The Existence of Probability Measures with Given marginals.

Ann. Math. Statist. 36, 423-439 (1965).

[31] R. H. Swendsen and J. S. Wang. Nonuniversal Critical Dynamics in

Monte Carlo Simulations. Phys. Rev. Lett. 58, 86-88 (1987).

[32] F. J. Wegner. Duality Relation Between the Ashkin-Teller and the Eight-

Vertex Model. J. Phys. C 5, L131-132 (1972).

[33] John C. Wierman. Bond Percolation On Honeycomb and Triangular Lat-

tices. Adv. in Appl. Probab. 13 298-313 (1981).

58



[34] John C. Wierman. A Bond Percolation Critical Probability Determina-

tion Based On the Star-Triangle Transformation. J. Phys. A. 17, 1525-

1530 (1984).

[35] F. Y. Wu and K. Y. Lin. On the Triangular Potts Model With Two- and

Three-Site Interaction. J. Phys. A 13, 629-636 (1980).

[36] F. Y. Wu. The Potts Model. Rev. Mod. Phys. 54, 235-268 (1982).

[37] F. Y. Wu and R. K. P. Zia. Critical Point of a Triangular Potts Model

With Two- and Three-Site Interactions. Journal of Physics A. 14, 721-

727 (1981).

59



Chapter III

Cardy’s Formula for Certain

Models of the Bond–Triangular

Type

Abstract: We introduce and study a family of 2D percolation systems which

are based on the bond percolation model of the triangular lattice. The sys-

tem under study has local correlations, however, bonds separated by a few

lattice spacings act independently of one another. By avoiding explicit use of

microscopic paths, it is first established that the model possesses the typical

attributes which are indicative of critical behavior in 2D percolation prob-

lems. Subsequently, the so called Cardy–Carleson functions are demonstrated

to satisfy, in the continuum limit, Cardy’s formula for crossing probabilities.

This extends the results of S. Smirnov to a non–trivial class of critical 2D

percolation systems.
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Keywords: Universality, Conformal invariance, Cardy’s formula, Critical per-

colation.

III.1 Introduction

III.1.1 Introductory Remarks

In recent years, tremendous progress has been made towards understanding the

(limiting) behavior of critical 2D percolation models; much of this is contained

in the works of [14], [2], [16], [11]. However, with very few exceptions, e.g. long

distance behavior of certain multi–arm correlations [11], [1], [10], all results

have been confined to the site percolation model on the triangular lattice and

scaling limits thereof. Indeed, as uncovered by Smirnov [14], on this particular

lattice, there is a miraculous local 120◦ symmetry that facilitates the passage

to the continuum. Needless to say, an underlying theme behind “invariant

critical behavior” is some notion of universal behavior for the limiting model.

Unfortunately, the problem of extending Smirnov’s result to other well–known

2D percolation models has, so far, proved illusive. Here we present some

limited progress towards these goals by establishing that in addition to the

site problem on the triangular lattice, Cardy’s formula holds for a modified

bond problem on the triangular lattice.

We remark that in [3] and [4], some steps in this direction have already been

taken. However, the critical models considered therein were, at long distance,

demonstrably equivalent to the triangular site model from which they were

evolved. In particular, the asymptotic behavior of the connectivity functions
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and the cluster size distributions can be bounded above and below by their

counterparts from the independent model on the triangular site lattice. Thus

the mere existence of “η” and “δ” for the independent site model (implied

by [14], [2], [16], [11]) gives this for free in the models of [3] and [4]. This

deviates somewhat from the original spirit of scaling and universality: it is

supposed that one can infer the critical exponents of a given lattice model via

the universality class to which it belongs.

The work of the present note is in rather closer adherence to the above–

mentioned order of reasoning. We construct a model based more on triangular

bond percolation than site percolation. (For technical as well as aesthetic rea-

sons, local correlations between neighboring bonds will be introduced, but all

events separated by three or more lattice spacings are independent.) While

perhaps obvious on the level of heuristics, critical behavior of the model re-

quires verification; indeed this constitutes a non–trivial fraction of the work.

When this is achieved – around the end of Section 2 – one has a fairly standard–

looking percolation–like model, not particularly distinguished from the myriad

of critical 2D percolation models which one presumes is equivalent, in the scal-

ing limit, to the limit obtained from the site model on the triangular lattice.

We remark, however, that before the advent of this work, and as likely as

not in its aftermath, this will be among the less well–known models of critical

2D percolation. Notwithstanding a derivation for this model, which parallels

the derivation in [14], is obtained for universal – and conformally invariant –

behavior of the limiting crossing probabilities.
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III.1.2 Background and Smirnov’s Proof

In [14], a conformal invariant was found for critical site percolation on the

triangular lattice that amounts to the conformal invariance of certain crossing

probabilities and a verification of Cardy’s formula [5]. These properties allow

the unique determination of the scaling limit [17] via a connection to SLE6.

As our general strategy follows closely that of [14], we include here a short

discussion on [14] and set up some general notation – before launching into

the specifics of our problem in the next section. We will be succinct since most

of what we say here can be found in the first part of [14].

Let Λ denote a piecewise smooth domain which is the conformal image of a

triangle. We denote the portions of the boundaries corresponding to the sides

of the triangle by A , B and C , and the associated vertices by e
AB

, e
BC

and

e
CA

respectively. The sequence (A , e
AB
,B, e

BC
,C , e

CA
) should be regarded as

counterclockwise ordered.

Let h
A

, h
B

and h
C

denote the linear and hence harmonic functions defined

on the unit equilateral triangle with vertices at z = 0, z = 1 and z = 1
2

+ i
√

3
2

:

h
A

= 1− (x+
1√
3
y), h

B
= x− 1√

3
y, h

C
=

2√
3
y.

Notice that h
A

vanishes on one of the boundaries (the A boundary) and is

equal to one at the vertex e
BC

, and similarly for h
B

and h
C

. Let hA , hB

and hC denote the corresponding functions under the appropriate conformal

transformation which takes the above–mentioned triangle into Λ. Note that

the boundary conditions, including the vertices are preserved under this trans-

formation. Obviously, even after the transformation, these three functions are
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not independent, e.g. they add to one. More importantly, they form a “har-

monic triple”; i.e. the functions

hA +
i√
3

(hB − hC ), hB +
i√
3

(hC − hA ), hC +
i√
3

(hA − hB)

are all analytic.

Definition III.1.1. Let Λ and A , etc. be as above and consider the intersec-

tion of Λ with the triangular site lattice with spacing N−1. Let us consider

critical percolation on this lattice – sites are blue or yellow with probability 1
2

and, for z ∈ Λ, define U
N

(z) to be the event that there is a path from A to

B which separates z from C . Similarly we define V
N

and W
N

cyclically. We

note that for each of the u, v and w there are in fact two objects to consider,

namely a blue version of the event and a yellow version, but we will not let

these details detract us from this informal discussion; similarly one should also

define, with a bit of precision, the definition of the boundaries A , B and C

in accord with the lattice–approximation of Λ). We let u
N

, v
N

and w
N

be

the probabilities of the events U
N

, V
N

and W
N

, respectively and consider the

limits of these functions as N →∞ (if the limit indeed exists).

The seminal result of the work by Smirnov [14] is that as N →∞, each of

these functions converge to the appropriate hA , hB or hC mentioned above.

We note that on the equilateral triangle these h’s (by definition) satisfy the

Cardy–Carleson Formula and therefore they satisfy Cardy’s formula on any

conformal domain.

Next we say a few words about the strategy for the proof of this theo-

rem. The lattice functions, which satisfy the same boundary conditions as the
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continuum h’s, are shown to converge, at least subsequentially. Appropriate

combinations of the limiting functions are demonstrated to be analytic, the

key ingredient being a verification of the Cauchy condition for a (relatively)

arbitrary contour. Boundary conditions and some uniqueness arguments com-

pletely specify the limiting functions.

The crucial ingredient which underpins the entire scheme is the existence

of a set of Cauchy–Riemann type equations – referred to as Cauchy–Riemann

relations – which equate various directional derivatives of u
N

, v
N

and w
N

at the

discrete level. In particular, the difference between any one of these functions

at neighboring lattice sites has a probabilistic interpretation or, more precisely,

may be expressed as the difference of two probabilities. Both the positive and

negative pieces of these derivatives are shown to be exactly equal to nearby

counterparts of an appropriate member of the triple of functions. Roughly

speaking, (and here we refer the reader to the original reference [14] or to

Section 3 of the present note), the keynote of the strategy is “color switching”.

Indeed, the derivative pieces turn out to be the probability of three paths

emanating from the three boundaries and converging at the point where the

derivative is taken. The colors of the paths determine which particular function

the derivative piece should be associated with. Hence changing a path color

changes the function and this amounts to a Cauchy–Riemann relation. The

ability to freely switch the colors of paths – which is not common among

the standard critical percolation models – is an inherent symmetry of the

triangular site percolation model at criticality.

The major technical obstacle to a proof of Cardy’s Formula for any other
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system is to circumvent or modify appropriately the color switching property.

The tack of this paper is along the latter course. For our model we define a

stochastic class of events known as path designates and we meticulously enforce

detailed criteria for which paths are to be considered. It turns out that this

requires the introduction of a host of auxiliary random variables which provide

“permissions” for exceptions to the usual conventions of (self–avoiding) paths.

Furthermore, the random variables occasionally deny the existence of paths

notwithstanding their appearance in the percolation configuration. The end

result is that a modified version of color switching symmetry is locally restored

and an analogue of Smirnov’s Cauchy–Riemann relations can be established.

Thereafter we can use a nearly identical contour–based argument to prove

convergence of u
N

, v
N

and w
N

to the limiting h’s.

III.2 Bond–Triangular Lattice Problems

III.2.1 Preliminary Discussion

We start with a brief recapitulation of the perspective on the usual bond-

triangular lattice problems that was introduced in [6]. Normally one considers

the model where edges of the triangular lattice are independently declared

to be occupied with probability λ ∈ (0, 1) and otherwise – with probability

(1 − λ) – they are vacant. Typically, the problems of interest are concerned

with sets of sites connected by occupied bonds; paying heed only to the in-

duced connectivity properties of the underlying sites, it is clear that the bond

description provides more information than is actually needed. Indeed, fo-

66



cusing attention on a single triangle we see that out of the grande total of

eight possible occupied/vacant edge configurations, there are only five distin-

guished outcomes: all sites connected, a pair of sites connected (which has

three distinctive instances) and none of the sites connected.

Thus, as far as percolation problems are concerned, we might as well just

consider the problem where these five configurations are all that can be ex-

hibited on a given triangle. Furthermore, the structure of the full lattice

allows the partition of the underlying space into disjoint triangles, e.g. the

up–pointing triangles, wherein each triangle independently exhibits one of the

above mentioned five configurations.

Needless to say, the configurations may still be represented by occupied and

vacant bonds but, on up–pointing triangles, the original event of exactly two

occupied bonds is identified with the full (three–bond) configuration. From

this perspective, it is natural – and actually helpful – to consider the general

problem where the Bernoulli parameters are not entangled by an underlying

independent bond structure. Thus we assign probabilities a for all–bond event,

e for the empty event and s for the three singles; a + e + 3s = 1. It is noted

that in the context of the q–state Potts model and the random cluster model

of which this is the q = 1 version, this enlargement of the problem amounts to

the addition of three–body interactions in the Hamiltonian. Under the star–

triangle transformation, up–pointing triangles are replaced by superimposed

down–pointing triangles and the parameters a and e get swapped, at least for

q = 1. For more details see [6]. But of immediate relevance to the subject of

site percolation on the triangular lattice (and all of its associated advantageous
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(a)

(b)

(c)

Figure III.1: Bond percolation as a hexagon tiling problem: (a) Typical bond config-

uration on the triangular lattice. (b) Amalgamation into relevant connected objects. (c)

Associated tiling problem using hexagons and split hexagons.
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}

Figure III.2: Correspondence between eight configurations on (up–pointing) triangles

and five hexagon configurations. All four configurations which fully connect the triangle

map to the single, fully yellow, hexagon with total weight a. Empty configuration has

probability e and maps to the fully blue hexagon. The three single bond configurations

lead to split hexagons, each carrying probability s. Note that not all the possible ways of

splitting a hexagon appears: Images obtained from the above three by reflections in the

x–axis are not present.

attributes) is the observation that for s = 0, the above model on up–pointing

triangles is this site model with triangles playing the rôle of the sites.

As far as the present work is concerned, the crucial benefit of this “packaged

triangular” description is the realization of these problems vis–à–vis hexagonal

tilings. Starting at the s = 0 limit – the site model – we may replace each

up–pointing (and/or superimposed, dual, down–pointing ∗–) triangle with a

hexagon. The hexagons tile the plane and, as is well–known from the site tri-

angular model, exhibit the correct neighborhood connectivity relations, where,

of course, connectivity is defined by the sharing of an edge.

The bond model and its dual are now represented by a tile coloring problem:

we color the hexagon blue if the corresponding up–pointing triangle is empty

and yellow if it is all–bonds. Yellow connectivity in the hexagon language

corresponds to bond connectivity in the direct model while the connections

between blue hexagons designate the connectivity properties of the dual model.
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As it turns out, a representation along these lines remains valid for s > 0.

We map single bond events associated with the original bond problem into

hexagons that have been split along the diagonals connecting the midpoints of

opposing edges and coloring them half–yellow and half–blue. It is easy to check

that this can be done in a consistent fashion so that the single bond events

are faithfully represented, where two hexagons are now considered connected

if they share either a full edge or half an edge (see Figure III.1).

A few remarks on symmetry are in order. First we note that only three

of the six possible split hexagons occur. This restriction breaks (microscopic)

color symmetry for the models under consideration (see Figure III.2). The

tiling model with all six split hexagons present (which enjoys full yellow–

blue symmetry) can presumably be handled by a direct extension of [14] but

does not correspond to any realistic scenario in the language of the bond

model. Nevertheless, the set of three split hexagons do enjoy some symmetry

of another sort: if we orient the hexagons so that two of the edges are parallel to

the y–axis (as in all the figures) then the restricted set of three split hexagons

does enjoy a reflection symmetry through the y–axis as well as the two axes at

±120◦ to the y–axis. As far as the x–axis and the other two axes are concerned,

there is the more restrictive symmetry of reflection followed by color reversal.

III.2.2 Setup, Definitions and the Model

We begin with a (more formal) recapitulation of the generalized triangular

bond lattice problem in the hexagonal language, as it forms the basis of the

model we will eventually study. Consider a hexagonal tiling of the plane; to be
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definitive, the hexagons are oriented so that two of the edges are parallel to the

y–axis. With reference to the underlying bond model, the direct model will

consist of up–pointing triangles and hence the superimposed down–pointing

triangles constitute the “dual” lattice under the star–triangle transformation.

The color yellow will correspond to the direct model and blue to the dual

model. We call a hexagon which has only one color pure and we call a hexagon

which has two colors mixed ; the allowed mixed configurations are illustrated

in Figure III.2.

Using the hexagonal representation described in the last subsection, let a,

s and e (with a+ e+ 3s = 1) denote the probabilities that a hexagon is pure

yellow, mixed (one of three ways) or pure blue. Occasionally, for the sake

of clarity, we will use y and b instead of a and e, which allows for effective

tracking of various terms in up and coming formulae. On general grounds [6],

the critical condition is simply a = e, which, as far as the pure hexagons are

concerned, is the point of yellow–blue symmetry. The usual independent bond

model is just the curve in the a–e plane a = λ3+3λ2(1−λ), e = (1−λ)3; where

this curve hits the line a = e is the star–triangle point. We point out that this

means for each value of a = e, we have a one parameter family, parametrized

by s, of critical percolation models. However, this is not the full story. It turns

out that we can appeal to FKG type inequalities (positive correlations) if and

only if ae ≥ 2s2 [6] and, since this will prove necessary on occasion, we restrict

ourselves to this range of parameters.

(1)

(2)

(4)

(3)

(5) (6)

IRIS PETALS

Figure III.3: A flower.

The full problem as described is, unfor-

tunately, beyond our present capabilities. In
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this paper, we will study a one parameter

family of models which is on the one hand

simpler than the full bond triangular lattice

problem but on the other hand highlights

some of the difficulties one encounters ex-

tracting continuum limits on lattices other

than the triangular site lattice. Our model is derived from the above by lim-

iting the set of hexagons that are allowed to exhibit mixed configurations and

introducing yet more local correlations. Specifically, our efforts are focused on

specific local arrangements of hexagons which we now describe.

Definition III.2.1. We define a flower to be a hexagon together with its six

neighboring hexagons. The central hexagon is called the iris and the outer

hexagons are called the petals which are labeled 1 through 6 (and occasionally

designated by other integers modulo 6), starting from the one directly to the

right of the iris. See Figure III.3.

For technical – and complicated – reasons, this work will be limited by

restrictions on which hexagons are (and under what circumstances a hexagon

is) allowed to exhibit the mixed states. In particular, we envision a number of

irises, whose flowers are disjoint, together with a background of filler sites. It is

only the irises of the flowers which are allowed to exhibit the mixed hexagons.

In infinite volume we ultimately require the placement of the irises to have a

periodic structure with 60◦ symmetries, but we will not invoke this proviso till

considerably later on. For finite volumes, the specifics are as follows.
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Figure III.4: In a triggering configuration (three yellows, two of which are contiguous) a

split hexagon is forbidden. The iris is pure yellow or pure blue with conditional probabilities

one–half.

Definition III.2.2. Consider a domain Λ ⊂ C which is tiled by hexagons and

which we assume, for once and all, to be simply connected. We identify Λ with

the set of hexagons tiling it. We say that ΛF is a floral arrangement of Λ if

certain designated hexagons of Λ, the irises, satisfy the following two criteria:

• No iris is a boundary hexagon of Λ.

• There are at least two non–iris hexagons between each pair of irises.

Note that this means that the flowers associated with each iris are disjoint and

are not “broken across” the boundary of Λ.

We now give a general description of our model:

Definition III.2.3. Let Λ be a domain with floral arrangement ΛF.

• Any background filler sites, as well as the petal sites, must be Y (pure

yellow) or B (pure blue), each with probability 1
2
. In most configurations
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of the petals, we allow each iris to exhibit one of five states: Y , B, or the

three mixed states α (horizontal split), β (120◦ split) and γ (60◦ split).

Each mixed state occurs with probability s and each pure state with

probability a = 1
2
(1− 3s).

• The exceptional configurations, which we call triggers, are configurations

where there are three yellow petals and three blue petals with exactly

one pair of yellow (and hence one pair of blue) petals contiguous. Under

these circumstances, the iris is restricted to a pure form, i.e., blue or

yellow with probability 1
2
.

All petal arrangements are independent, all flowers are configured indepen-

dently, and these in turn are independent of the background filler sites (if

any). The resulting measure on these hexagon configurations will be denoted

by µ.

For fixed ΛF, a configuration ω ∈ ΩΛF
is an assignment of yellow or blue to

all the petals in ΛF and an assignment of one of the five types to each iris, in

accordance with Definition V.4.1. Connectivity in ω is defined in the natural

fashion; specifically, the notion of e.g. blue connectivity may be defined as the

usual R2 connectivity of (the closure of) the region that has been colored blue.

III.2.3 Scaling Limit and Statement of Main Theorem

Percolation in our model is defined by considering a sequence of floral arrange-

ments

Λ
(1)
F1
, . . . ,Λ

(k)
Fk
, . . .
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with Λ(j) ⊂ Λ(j+1); Λ(j) ↗ C and the ΛFk ’s consistent in the sense that all

the irises of ΛFj are in ΛFj+1
. Then (pertinent to the extended model with

differing parameters for pure blue and pure yellow hexagons) we say there is

percolation of yellow’s if some fixed point belongs to an infinite cluster of yellow

with positive probability and similarly for blue’s. However, not surprisingly, it

turns out that the model under consideration has no percolation (here is one

instance in which we are forced to invoke our 60◦ symmetry) and, as we will

later demonstrate, the model exhibits all the well–known properties which are

indicative of criticality in a 2D percolation problem (Theorem III.3.10).

To state our main result we need to introduce some minimal notation (more

details to come in Section III.4) and describe how the scaling limit is taken. Let

D ⊂ C denote a domain with piecewise smooth boundary which is conformally

equivalent to a triangle. The boundaries and relevant prime ends will be

denoted by A , . . . , e
BC

. We let Λ̃FN denote an approximate discretization of

D with lattice spacing N−1 in accord with Definition III.2.2. The version of

Λ̃FN rescaled to unit size will be denoted by ΛFN . It is required that the ΛFN ’s

are consistent in the fashion described above. The limiting floral arrangement

will be denoted by ΛF∞ .

We write z ∈ ΛFN if z is a vertex of a hexagon in ΛFN . For z ∈ ΛFN we

define the discrete function U B
N (z) to be the indicator function of the event

that there is a blue path connecting the A and B boundaries which separates

z from C . We let uB
N

(z) = E(U B
N (z)), with similar definitions for v and w

and yellow paths. We extend these functions in some suitable fashion off the

lattice sites. Then for Z ∈ D (unscaled), define UB
N (Z ) = uB

N
(Nz).
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Our main result, convergence to the Cardy–Carleson functions, can now

be stated:

Theorem III.2.4. For the model as defined in Definition V.4.1, with setup

and notation as just described, under the conditions that

a2 ≥ 2s2

and that ΛF∞ is periodic and has 60◦ symmetry, we have

lim
N→∞

UB
N = hC ,

with similar results for V B
N and WB

N . The yellow versions of all of these func-

tions converge to the same corresponding limiting functions.

The key to all these considerations are the long–distance and local connec-

tivity properties of the model. This subject, along with the necessary devi-

ations from the usual percolation scenarios is the content of the forthcoming

section.

III.3 Paths and Path Designates

III.3.1 Paths

We start with a description of the paths we will be considering. First we

give a general definition for the usual notions of an allowed path and then

describe exceptions in particular cases. Under normal circumstances, a path is

a sequence of hexagons (h1, . . . , hM) where hk and hj are neighbors (sharing

an edge in common) if |j − k| = 1. Additional rules may be implemented
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concerning hexagon self–avoidance, i.e. forbidding multiple usage of the same

hexagon (h1, . . . , hM are all distinct) and close encounters (hk and hj neighbors

with |j − k| > 1). In most circumstances these supplementary conditions are

immaterial; if there is a “path” from h1 to hM with close encounters and

multiple hexagon usage then there is a subsequence of these hexagons which

forms the requisite path with neither close encounter nor multiple hexagon

usage. In this work, we will make use of all these phenotypes. However,

in various circumstances, it will be necessary that our paths represent cuts.

Thus we do not consider a sequence of hexagons (h1, . . . , hM) to constitute a

path unless successive interfaces between adjacent hexagons can be joined by a

finite number of straight line segments which (in the continuum) culminate in

a non–self–crossing path. In particular, if the collection {h1, . . . , hM} has the

appearance of a path with a loop, one ordering is permitted, while the other

– which would force the straight line segments to cross – is not considered

legitimate.

Hence in any configuration of pure hexagons, there are blue and yellow

paths. With the injection of mixed hexagons into the picture, the necessary

modifications are obvious; note the proviso that in a colored path with mixed

elements, the relevant portions of successive hexagons are required to share at

least half an edge in common. More precisely, here is a definition.

Definition III.3.1. Let (h1, . . . , hM) denote a path and ω a configuration in

some ΛF. We will say that the path is a blue transmit in ω if each of h1, . . . , hM

is either pure blue or, if hj is mixed, the blue part of hj shares at least half

an edge with both hj−1 and hj+1 and thereby connects hj−1 to hj+1. Similarly
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for a yellow transmit.

Typically – as was evidently the case in [14] – on any path, multiple usage

is forbidden and close encounters are indulged. We remark that these nor-

mally inconsequential provisos are only slightly important in the definition of

the events U
N

(z), V
N

(z) and W
N

(z) (cf. Definition III.1.1), but they become

essential when it comes to the derivatives of their probabilities. In particular,

as to the definitions of the paths satisfying these events we will occasionally

forbid touches and (as sort of a compensation) we will occasionally allow mul-

tiple usage. These exceptions will be stochastically implemented according to

the details of the local configuration.

Remark III.3.2. We remark that there are certain self–avoiding paths which,

by the standards of the pure model, would not be called self–avoiding. Indeed,

consider a horizontal blue transmit across a flower with the iris in the α–state

(horizontal split, blue on top). If the next hexagon in the path sequence is

petal 6, so that the sequence is now [4; iris; 1; 6], the path has the appearance

of a redundant visit to petal 1. However, due to the mixed nature of the iris, it

is seen that in fact all the hexagons specified are necessary for the connection

between petal 4 and petal 1. The preceding example illustrates that it is just

the blue parts of the path that have to be self–avoiding, which is a property

directly inherited from the “correct” notions of self–avoiding in the underlying

bond model. These phenomena lead to some interesting scenarios whereby

the geometric structure of a self–avoiding path sometimes does and sometimes

does not reveal the underlying state of the iris.
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III.3.2 Path Designates

A key technical device in this work is to replace the usual (i.e. full) description

of paths with partial information to arrive at a set of objects called path des-

ignates. By the usual abuse of notation, we will use the phrase path designate

to describe both events and geometric objects. With regards to the latter a

path designate is, for all intents and purposes, a collection of paths. So, for

pedagogical purposes, let us start with a microscopic path and describe which

path designate it belongs to. Consider the portion of the path that intersects

a particular flower. In the simplest case, the path only visits the flower once

and thus there is an entrance petal and an exit petal. In contrast to the mi-

croscopic description where it must be specified how the path got between

these “ports”, we leave these details unsaid. Similarly, with multiple visits

to a single flower, the first entrance and exit petals, the second entrance and

exit petals, etc. must all be specified. This must be done for all flowers and

on the region complementary to the flowers (if any) the path must be entirely

specified. Note that, with only slight loss of generality, path designates do not

begin or end on irises. A formal definition is as follows:

Definition III.3.3. (Path Designate) Let ΛF denote a floral arrangement. A

path designate in Λ from h0 to hK+1 is a sequence

[H0,1, (F1, h
e
1, h

x
1), H1,2, (F2, h

e
2, h

x
2), H2,3, . . . , (FK , h

e
K , h

x
K), HK,K+1]

where F1, . . . ,FK are flowers in ΛF, hej and hxj are (entrance and exit) petals

in the jth flower and, for 1 ≤ j ≤ K− 1, Hj,j+1 is a path in the complement of

flowers which connects hxj to hej+1. Further, H01 is a path in the complement
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of flowers from h0 to he1 and similarly HK,K+1 is a path from hxK to hK+1

in the complement of flowers. We note that in the above definition, not all

flowers have to be distinct: hej could equal hxj – i.e. the flower is visited at a

single petal and, depending on the floral arrangement, the Hj,j+1’s could be

vacuous. However, we shall assume, with negligible loss of generality, that all

of the explicitly mentioned hexagons (i.e., the collection of hexagons which

constitute the paths Hj,j+1 along with the entrance and exit hexagons) in a

path designate are used only once.

Of course, for percolation problems the only matter of importance is the

realization of underlying paths. Thus the following is obviously relevant:

Definition III.3.4. (Realization of a Path Designate) Let P denote a path

designate. We let PB denote the event that for all j, all hexagons in the

path Hj,j+1 as well as hej and hxj are blue and there is a blue connection in Fj

between hej and hxj . A similar definition holds for the event PY .

Remark III.3.5. Clearly the event PB means that the designate P is “achieved”

(or “transmitted”) by an underlying blue path. However, there is no guaran-

tee that the underlying blue path has reasonable self–avoidance properties.

Indeed, it may be the case that the path is inundated with close encounters;

in particular, entrance and exit hexagons may be used in a seemingly redun-

dant way. These matters will be of no concern and in our derivations we

will be dealing exclusively with path designates and the events that various

transmissions along these designates are achieved.

We begin with a preliminary demonstration of how the path designates

80



might allow us to implement microscopic color switching. In particular, and

of seminal importance for the present model, is the following:

Lemma III.3.6. Let ΛF denote a floral arrangement and let r, r′ denote

points (hexagons) in ΛF which are not irises. Let KB
rr′ denote the event of a

blue transmission between r and r′, and similarly for KY
rr′. Consider the model

as described in Definition V.4.1 and let κBrr′ = P(KB
rr′) with a similar definition

for κYrr′. Then

κBrr′ = κYrr′ .

Before the proof of Lemma III.3.6 we will need a preliminary lemma, and,

of course, some further definitions.

Definition III.3.7. Let F denote a flower and D a collection of petals. Let

TBD denote the event that all the petals in D are blue and that they are blue

connected within the flower. Let T YD denote a similar event with blue replaced

by yellow.

Lemma III.3.8. For all D ,

P(TBD ) = P(T YD ).

Proof: Let η denote a configuration on the petals and η the color reverse of

η. Clearly, it is enough to show that (for all η)

P(TBD | η) = P(T YD | η).

It may be assumed without further discussion that all petals in D are already

blue in η (otherwise both sides of the previous equation are zero). If D is
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already blue connected in η then there is nothing to prove. If η is a trigger,

then there is also nothing to prove because of full color symmetry. In general

D cannot have more than three components. In the case of three, if none

of these have been connected in η then the only possibility is the alternating

configuration which, as can easily be checked, requires a pure iris to achieve

full connectivity. We are thus down to two separate components in η which

need to be connected through the iris.

To be specific, let us study the blue version of this problem. For all intents

and purposes, the only cases that need be considered are the ones where η

has two non–adjacent blue petals (which need to be connected through the

iris) and all other petals yellow. Now, it turns out that either the blue petals

are blue connected through the iris or the complementary “yellow” sets are

yellow connected through the iris – a micro–environment duality. To dispense

with the present case, we invoke (and not for the last time) the fact that for

two non–adjacent petals of the same color, there is one and only one mixed

hexagon which permits the successful transmission of their color. Thus, for all

the cases where η has exactly two usable blue petals we have

P(TBD | η) = b+ s

with a similar result for P(T YD | η). But now, by the above–mentioned duality,

any other (non–trigger) two–component case which involves more than just

two usable petals of the same color has probability given by a+ 2s.

Remark III.3.9. We will, formally, have to consider cases involving several

sets; e.g., D1, D2, . . . , Dk and T YD1...Dk
, the event that all the relevant D ′s are
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yellow connected sets, but not necessarily all connected to each other. Due to

the limitations of the flower size, it is seen that any case with k ≥ 3 is trivial

or reduces to k < 3. The only non–trivial case with k = 2 is exemplified by the

problem where D1 consists of two petals separated by another petal and D2 a

single petal separated from both of these by yet another petal – the alternating

configuration. Here either η reduces this back to a single–D problem or, if all

the other petals are blue, the desired result (transmission color symmetry)

follows from the previous observation that each binary transmission through

the iris is permitted by exactly one mixed hexagon for both yellow and blue.

We therefore consider the multi–set version of Lemma III.3.8 to be proved.

Proof of Lemma III.3.6: Let r and r′ denote two non–iris points in ΛF.

We first observe that the event of a blue transmission between r and r′ is also

the event that there exists a P beginning at r and ending at r′ such that PB

occurs. In particular, letting Πrr′ denote the collection of all path designates

beginning at r and ending at r′, we have

κBrr′ = P(
⋃

P∈Πrr′

PB) (III.1)

and similarly for κYrr′ . Noting that |Πrr′| < ∞, we will handle the likes of

(III.1) via an inclusion–exclusion argument. Let us first demonstrate that for

any P,

P(PY ) = P(PB).

Indeed, we write

P = [Hr1, (F1, h
e
1, h

x
1), H12, (F2, h

e
2, h

x
2), H23, . . . , (FK , h

e
K , h

x
K), HKr′ ],
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where r is used to denote the hexagon at r, etc. Assuming for simplicity that

each flower is used only once, the formula for P(PB) is given by the product

along successive terms:

P(PB) =

(
1

2

)|Hr,1|

P(TB{he1,hx1})

(
1

2

)|H1,2|

. . . P(TB{hek,hxk})

(
1

2

)|HK,r′ |
.

By Lemma III.3.8, all terms are the same when B is replaced by Y . In more

generality – for the case of a single path – various pairs or triples of transmission

terms which actually involve the same flower must be treated in one piece.

E.g., if F` = Fj and, say, he` = hx` while hej 6= hxj which is in turn distinct from

he`, then we would replace P(TB{he`}
)P(TB{hej ,hxj }

) by P(TB{he`},{hej ,hxj }
). In any case,

by Lemma III.3.8 and Remark III.3.9, each term in the expression for blue

transmission is equal to the corresponding term in the expression for yellow

transmission.

The general term in an inclusion–exclusion expansion will be of the form:

±P((P1)B ∩ (P2)B ∩ · · · ∩ (P`)B).

These terms will be handled in a manner similar to the single path case. In-

deed, first we will need an overall term representing the amalgamation of all

the outside hexagons (if any); this will be 1
2

to some power, which will be the

same for yellow as for blue. Then, for each flower which appears in any of the

relevant designates, we will need to multiply in a blue transmission probability

to ensure that all the relevant entrance hexagons are connected to their cor-

responding exit hexagons, i.e. a term of the form P(TBD1,D2,...,Dm
). However, by

Lemma III.3.8 and Remark III.3.9, these blue transmission probabilities are,

once again, the same as they are for yellow. Thus, down to the level of each
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term in inclusion–exclusion, we have equality and the lemma is proved.

The preceding is entirely general provided the floral arrangement adheres

to the criteria spelled out in Definitions III.2.2 and V.4.1. We augment this

with some additional stipulations in order to obtain:

Theorem III.3.10. Consider the model as described in Definition V.4.1 with

the periodicity and 60◦ symmetry assumptions discussed in the paragraph prior

to Definition III.2.2 and with the additional proviso that a2 ≥ 2s2. Then the

model exhibits all the typical properties of a 2D percolation model at criticality:

• There is no percolation of either the blue or yellow connected clusters.

• Crossings of squares and rectangles have probabilities uniformly bounded

above and below independent of scale (but dependent on their aspect ra-

tio).

• In any annulus of the form SL \SλL, where SL is a square of scale L cen-

tered at the origin and λ ∈ (0, 1) with probability bounded uniformly (in

L) above and below, there is a yellow ring and/or a blue ring separating

the outer boundary of SL from the origin.

• The probability of a connection between a fixed site and any other site a

distance n away is bounded above by an inverse power of n.

• The probability of a connection between two distant sites is bounded above

and below by a power of their separation.

Proof: In essence all of the above follows from Russo–Seymore–Welsh ([12],

[13]) type arguments, which extend a lower bound on the probability of short
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way crossings of rectangles to lower bounds on the probabilities of crossing

longer rectangles; of crucial importance will be the fact that the ultimate

bounds are uniform in L. For these types of arguments an essential ingredient

is, ostensibly, the Harris–FKG property. It turns out that full monotonicity

properties for the measure do not hold, however, as will be proved later, Lemma

III.6.2 in the Appendix, a restricted form of the Harris–FKG property holds

for all paths and path type events. This lemma is proved under the proviso

that a2 ≥ 2s2. Thus as far as RSW lemmas are concerned, we are free to use

these sorts of correlation inequalities.

In point of fact, we will not use the argument of either the above references,

but will rely on the methods of Lemma 6.1 in [8]. A necessary input for Lemma

6.1 in [8] is bounds on the crossing probabilities of rectangles with aspect ratios

not terribly different from unity. We start with the establishment of a uniform

bound on the probability of “easy” way crossings of rectangles with an aspect

ratio of approximately 2 :
√

3. (We note here that due to the microscopic

structure of the hexagonal lattice and the occasional necessity to cut out irises

at the boundary, there will be rough edges to the rectangles and to other

shapes which are to follow. These and future similar issues are not terribly

important and will not be mentioned explicitly.) The following, we assume, is

standard for models with 60◦ symmetry:

Consider a large hexagon, of scale L, which is oriented in the same way as

in Section III.2.2; i.e. with a set of edges parallel to the y–axis. Without loss of

generality, we assume that L is commensurate with the period of the tiling and

that the vertical line which splits this hexagon in half is a line of symmetry for
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the model. Let us discuss the event of a yellow connection between, say, the left

edge and one of its second–neighbor edges. Our first claim is that if this event

has a probability of order unity independent of L, then any connection between

any pair of edges has a similar sort of bound. Indeed, by 120◦ symmetry this is

manifestly true for the triad of next–neighbor faces anchored on the left side,

and the opposite triad follows from reflection symmetry through the y–axis.

It is not hard to see that when all second–neighbor edges have probabilities of

order unity of being connected, then (here we use the Harris–FKG property)

any pair of edges are connected with a probability of order unity. However,

once these probabilities are established for yellow, then by Lemma III.3.6, the

same holds for blue – and vice versa. Thus let us proceed with the event in

question.

If this event fails, then at least one of two dual blue events of a similar

type must occur and/or a blue connection between the appropriate pair of

opposing edges. In the former case, we are done by the above–mentioned color

symmetry. In the latter case (blue success with opposing edges), by employing

an 120◦ symmetry and taking the intersection of two such opposing edge events,

we get, by the Harris–FKG property, the desired sort of connection (albeit in

blue). Having established the preliminary claims, it turns out that all we have

use for is a horizontal crossing between the opposing edges. Inscribing the

hexagon in a rectangle with the above stated aspect ratio, we are finished

with the horizontal problem.

For the vertical problem we first reorient the big hexagon so that two

edges are parallel to the x–axis. We may now proceed in almost the identical
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fashion, except that whereas in the previous argument, we employed the simple

symmetry of y–reflections, here we employ the reflection through the x–axis

combined with color reversal, which, as mentioned earlier, is another inherent

symmetry of the model. However, after this spurious color reversal, we may

restore the original color by appeal to Lemma III.3.6.

We have gathered the following ingredients as inputs for Lemma 6.1 in

[8]: lower bounds on vertical and horizontal crossing probabilities of suitable

rectangles (the requisite aspect ratios must, as it turns out, have a product

that is not in excess of 3/2) Harris–FKG properties for paths, and symmetry

with respect to reflections through lines parallel to the y–axis. One may follow

the steps in Lemma 6.1 of [8], modifying and abridging when appropriate.

Once we have vertical and horizontal crossings of long rectangles, the es-

tablishment of power law bounds, rings in annuli, etc. follow – with the help

of Harris–FKG properties – standard 2D percolation arguments. We remark

that some of these properties (e.g. the power law lower bounds) but unfortu-

nately not the crucial ones, can be established without the benefit of the RSW

lemmas.

III.3.3 Color–Switching Lemmas

In the previous subsection, where paths were free to wander throughout the

relevant domain, complete parity between yellow and blue was established.

However, as can be gleaned from the introduction, it will be necessary to

establish this sort of equivalence in the presence of pre–existing blue or yellow

paths; e.g. the probability of a yellow/blue path connecting a pair of sets A and
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Trigger: probability 1 2 . No trigger: probability < 1 2 .

Figure III.5: A circumstance leading to asymmetry in conditional color switching.

B in the presence of – and disjoint from – other paths connecting other sets.

While there is no doubt of such parity in the long view (i.e. in a statistical sense

on a large length scale), on the microscopic scale, yellow–blue equivalence will

break down, as the following example demonstrates.

Example III.3.11. As an example consider the probability that petals 2, 3

and 6 are connected in the complement of petal 5 – which is conditioned to

be yellow. If the connection is achieved by going through the petals (without

using 5) the yellow and blue transmission probabilities are the same. However,

on the transmissions through the iris, the probability of petals 2, 3 and 6 being

blue and connected in the complement of petals 1, 4 and 5 (all of which are

yellow) is 1
2

since this is a triggering situation. On the other hand, the situation

with all petal colors (save the one that is conditioned, i.e. petal 5) reversed

gives that the probability of a yellow connection between 2, 3 and 6 is only

y + s < 1
2
.

Our cure for these microscopic difficulties will be, in essence, to define
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away our problems. Indeed, in the up and coming we will establish some re-

sults concerning transmissions through flowers with conditioned petals. These

transmissions are supposed to represent the construction of path segments in

the presence of segments of other paths where all paths under consideration

are meant to be disjoint. We may therefore restore yellow–blue parity at the

microscopic level by relaxing the strict conventions which apply to disjoint

paths. In particular, while “disjoint” paths usually are interpreted as allow-

ing the paths to touch while not sharing hexagons, here we will implement

a special set of rules which permits some exceptions. These will typically be

denoted by a ∗, and the definition is as follows:

Definition III.3.12. Let ♦ denote a configuration on a proper subset of the

petals of a flower. For D a set of petals (or a collection of sets of petals,

c.f. Remark III.3.9) on the complement of ♦, we consider the events TBD ,♦ and

T YD ,♦ defined by

TBD ,♦ = {ω | D is blue and all connected up in the complement of ♦},

and similarly for T YD ,♦. The ∗–transmissions, denoted by TB∗D ,♦ and T Y ∗D ,♦ are

events defined on a larger space. Letting η♦ denote the full petal configuration,

we have for each flower Fk a collection X k of 3–valued random variables

Xk
D ,♦ ∈ {o,y,b}. Focusing on a single flower, with D and ♦ fixed, and

denoting the random variable by X (notwithstanding that there are, literally,

thousands of these objects), we have,

if X = o, then: TB∗D ,♦ = TBD ,♦ and T Y ∗D ,♦ = T YD ,♦.
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However, if X = b, then

TB∗D ,♦ ∩ {X = b} = {ω | D is blue and all connected up

possibly using the blue petals of ♦} ∩ {X = b}
and

T Y ∗D ,♦ ∩ {X = b} = {ω | D is yellow and all connected up

without touching any yellow petals of ♦} ∩ {X = b}.
Similar definitions hold for when X = y with the roles of the transmission

colors reversed. We remind the reader that in case D refers to multiple sets,

the connections need not be disjoint. It is observed that for certain ♦ and D ,

some of the above may be vacuous; this is an extreme case of a seminal point

which will be exploited later. We will call an assignment of these conditional

probabilities (for the values of X) a set of ∗–rules and the corresponding

transmissions ∗–transmissions.

Our microscopic rebalancing will be broken down into two lemmas, ordered

by conceptual difficulty. The first deals exclusively with the cases where the iris

is not involved in the conditioning and the second where it is. The conceptual

difference is that in the latter cases, the nature of the hexagon at the iris itself

may change. Fortunately, in these latter set of circumstances there are only a

limited number of possibilities to consider.

Lemma III.3.13. Let F denote a flower and ♦ a partial configuration on the

petals – with all petals in ♦ being yellow. Then for XD ,♦ ∈ {o,y,b}, consider

the ∗–transmissions T Y ∗D ,♦ as defined in Definition III.3.12. Then there are

joint laws for the XD ,♦’s such that

µ(TBD ,♦) = µ∗(T Y ∗D ,♦),
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where µ∗ denotes the joint probability measure on the flower configurations

and X k with marginal µ. Similar results hold with the role of yellow and

blue reversed and, in case ♦ has petals of both colors, ∗–probabilities for the

∗–transmissions of the two colors are equal:

µ∗(TB
∗

D ,♦) = µ∗(T Y ∗D ,♦),

Proof: We will in fact prove the stronger statement

µ∗(T Y ∗D ,♦ | η♦) = µ(TBD ,♦ | η♦), (III.2)

where η♦ denotes the color reverse on the complement of ♦. The above implies

the desired result because the petal configurations are provided by independent

Bernoulli statistics. We need not discuss trivial cases when the configuration

of η does not provide the necessary yellow petals of D . Furthermore, with the

exception of a single configuration, i.e. the alternating configuration, it turns

out that without loss of generality, we may regard the yellow petals of η that

are contiguous to D as part of D .

We therefore do a case by case analysis, starting with the situation where ♦

is but a single petal (which, without loss of generality, we have assumed to be

yellow). If on the complement of ♦ there are five yellow petals in η♦ then there

is nothing to prove, and with four yellow petals, essentially nothing to prove.

Indeed, assuming those four petals are not contiguous, there is either the three

and one split or the two and two split. The desired result for the two and two

split follows from symmetry (the blue petal must be diametrically opposed to

the conditioned petal which implies that the line joining them is an axis of

reflection/color reverse symmetry). The three and one splits follow similarly
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Figure III.6: A case with | � | = 1 and |D| = 3.

from this inherent reflection/color reverse symmetry. E.g. if the conditioned

hexagon is petal 3 and the blue petals are at ±1, then transmission equality

follows from the symmetry of reflection through the x-axis followed by reversal

of all colors.

The three petal cases – those which are non–trivial – are initially ominous

looking, but can be easily handled with the added flexibility of implementing

special rules. First we discuss the more serious cases where two of the three

petals are contiguous. Whenever we have both the frozen petal and the perti-

nent trio in η♦ all yellow, triggers can only occur in the color reverse η♦. Under

these conditions, the relevant (conditional) blue transmission probabilities will

all be 1
2
. As for the yellow transmissions – where there is no trigger – the result

will be either y+ s or y + 2s, neither of which is 1
2
. However, in the y+ s < 1

2

cases, where yellow would have the lower transmission probability, we may

stochastically implement permission to share the conditioned petal. As can be

readily checked, since there are four (out of six) active petals in play, the extra
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petal is always in position to enhance the transmission probability. Indeed,

in certain cases, the implementation of the sharing automatically creates the

desired connection and in the other cases it boosts the transmission probabil-

ity up to y + 2s > 1
2
. Thus, allowing sharing with the appropriate probability

(e.g. probability 1
2

in the latter mentioned cases), we restore balance. To deal

with the cases where yellow has the a priori higher transmission probability,

first observe that since we have three yellow petals which are not contiguous,

one of them must be adjacent to the conditioned petal. We may therefore im-

plement the rule forbidding close encounters with the appropriate probability,

which happens to be s/(2y + 4s). This is illustrated in Figure III.6.

Finally, to finish the cases with a single petal in ♦ along with three yellow

petals in the complement, we discuss the alternating configuration. First note

that the placement of petals precludes the possibility of triggers in either η♦ or

η♦. Further we note that here are the only instances where D may consist of

multiple sets, where some transmission is actually needed. Suppose then that

D = {D1,D2}, where D1 consists of a single petal and D2 the other two. Then

D1 is already connected and there is only one mixed mechanism to hook up

D2, so the cost is y+s which is the same as the blue transmission problem. On

the other hand, there may be several D ′is involved implying that a successful

transmission of all of them requires all three yellow petals to be connected;

in this case the only mechanism available is the pure yellow state in the iris.

Finally, for completeness, there is the case of a single D consisting of two of

the petals while the third one is incidental. This differs only formally from the

D1,D2 case.
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For η♦ containing two yellow petals in the complement of ♦, there would

be nothing to prove were it not for the advent of the triggering phenomena.

Indeed, all transmissions could only use a unique mixed hexagon and hence

the probabilities would be just y+ s = b+ s. However, unfortunately, the case

of two yellow petals plus a conditioned yellow would often lead to triggering

situations, boosting this probability to 1
2
. Here we implement the appropriate

dosage of no close encounter rules as before.

The cases where ♦ consists of more than one petal are similar (or trivial).

At the level of conditional transmissions, given η♦, the full petal configura-

tion, these cases appear to be identical to the ones above with the rôle of the

additional petals of ♦ played by petals of η♦ which happen to be the wrong

color to aid transmission. Notwithstanding, these problems are not isomor-

phic, because of the advent of triggering in the comparisons of η♦ versus η♦.

Nevertheless, the mechanisms exploited to handle to single petal problems do

apply in the cases where ♦ has more than one petal. Indeed, all that was

needed to handle the single petal case was the explicit verification that the

single petal of ♦ was in a position to influence the transmission. Obviously,

this will still be true in the multiple petal cases. We see no merit in explicit

calculations for these additional cases and therefore consider the proof to be

completed.

We now turn attention to cases where the conditioned hexagons include

the iris. Fortunately, the analogue of the above lemma, in its full generality, is

certainly not necessary. Indeed, it is important to realize that these exercises

are tailored for situations where the conditioned hexagons in ♦ are, in fact,
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segments of paths. These considerations drastically cut down the number of

problems – essentially to a single case, which we prove in the following:

Lemma III.3.14. Let F denote a flower and ♦ a specification of at least two

petals and partial information about the iris with the property that a connection

between two yellow petals of ♦ must be taking place through the iris. Let D

denote another set of petals on F which is disjoint from ♦ and let TBD ,♦ be

defined as before. Let X�D ,♦ denote a {0, 1} valued random variable and T Y ∗D ,♦

the event that D is yellow connected such that: If X�D ,♦ = 1, usage of the iris

is permitted, but, if X�D ,♦ = 0, usage of the iris is forbidden. Then for b ≥ s,

there are joint laws such that

µ(TBD ,♦) = µ∗(T Y ∗D ,♦),

where by abuse of notation from Lemma III.3.13, µ∗ denotes the appropriate

joint distribution. Similar results hold with the role of yellow and blue reversed

and, in case ♦ has petals of both colors, ∗–probabilities for the ∗–transmissions

of the two colors are equal.

Remark III.3.15. In the non–trivial implementation of the above result, a

clear interpretation of the above scenario is that the pure iris is shared by both

“paths”. We adhere to this interpretation.

Proof: As in the Proof of Lemma III.3.13, we will prove the analogue of

Equation III.2. Due to the stipulation that ♦ must contain a yellow transmis-

sion through the iris, if the requisite transmission in ♦ is between diametrically

opposed hexagons, the (conditional) blue transmission will occur automatically

and there is basically nothing to prove. Indeed, the hexagons in ♦ plus the
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Figure III.7: All paths transmit through the iris.

iris divide the remaining petals into two halves and, by micro–environment

duality (c.f. remark following Lemma III.3.17), there cannot be a blue connec-

tion between these two halves. Evidently the only possible blue transmissions

under consideration will be between adjacent petals. In these cases we simply

set X�D ,♦ = 0.

Thus, the only non–trivial case is when there are two petals in ♦ separated

by one unit with the appropriate mixed iris providing the required connection

along with a pair of blue hexagons which are adjacent to this pair. While

perhaps not obvious in a verbal description, a look at Figure III.7 shows that

it is nevertheless true that the same mixed hexagon provides the requisite con-

nection for D . Thus, in the presence of such an η, the conditional probability

is

µ(TBD ,♦ | η) =
s

y + s
.

On the other hand, in η♦, the only possibility for achieving the requisite yellow

transmissions is when the iris is pure yellow which necessitates X�D ,♦ = 1. Here

97



we get

µ∗(T Y ∗D ,♦ | X�D ,♦ = 1, η♦) =
y

y + s
,

so if we adjust the conditional probability for X�D ,♦ = 1 to s/y, then the desired

result is achieved.

Remark III.3.16. It is important for later purposes to emphasize certain

cases where the random variables do not come into play:

1. The random variables XD ,♦ are really defined conditional on the con-

figuration η♦, i.e. the entire petal configuration. This has the following conse-

quences: If the petal configuration is such that the required connection between

say petal x and y has already occurred, then XD ,♦ ≡ 0. For later reference,

we call such transmissions predetermined transmissions.

2. Our random variables are designed to punish or reward transmissions of

the same color as the set being conditioned on and thereby level the playing

field compared to transmissions of a different color. In particular, if D is blue

and ♦ is all yellow (or vice versa), then the random variables do not affect the

transmission.

We now recast the previous results in a form which is more pertinent for

later use.

Lemma III.3.17. Let Γb be a blue path and let Γy be a yellow path. Let x

and y be two points. Then the probability of a ∗–transmission from x to y in

the “complement” of Γy and Γb is the same in yellow as it is in blue. Here,

complementary ∗–transmission denotes, depending on the values of the auxil-

iary random variables and the relevant colors involved, the possibility of leeway
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provided for the sharing of hexagons and/or adherence to no close encounter

rules, as discussed in Lemmas III.3.13 and III.3.14.

Proof: In light of the preceding two lemmas, all that is needed is an argument

(involving inclusion–exclusion) along the lines used in the proof of Lemma

III.3.6. We may follow the reasoning used therein mutatis mutandis.

Remark III.3.18. We have made no stipulation about the path type of Γb and

Γy. E.g. self–avoiding, no close encounters, etc. However, it turns out to be

the case that if Γy and/or Γb were supposed to be self–avoiding in the strongest

sense – hexagon self–avoiding and no close encounters, then the presence of

our additional transmissions do not change this property. Indeed, the only

mechanism for local changes in e.g. the path Γy is the transmutation of a mixed

iris to a pure iris or vice versa. Ostensibly, this could “change” the required

use of a mixed iris in a path segment such as [3, 4, (mixed horizontal iris), 1]

(in yellow) to a path where the use of 4 is redundant when the iris “turns”

pure (c.f. Remark III.3.2). However, under these and similar circumstances,

the blue part of the iris, cannot, by micro–environment duality, be used to

connect anything that cuts across the yellow path and the remaining petals of

the flower, if used at all, will be automatically connected. Hence, should the

path Γy have segments of this type, it will never be the case that the ∗–rules

permit a change of the iris type.

The following is of not immediate use but will be important later on. We

include the result here because the proof follows along the lines of what has

preceded.
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Lemma III.3.19. Let F be a flower and let ♦ and D be as in Definition

III.3.12 and suppose that a2 ≥ 2s2. Then the probability of D being all of

one color and connected in the same color conditioned on ♦ – even with the

∗–rules enforced – is no bigger than the same probability in the unconditioned

case, e.g.

µ∗(TB∗D ,♦) ≤ µ(TBD ).

In particular, consider the event T̃B∗D ,♦ which is similar to TB∗D ,♦, but where the

right to close encounters is never withheld. Then

µ∗(T̃B∗D ,♦) ≤ µ(TBD ),

and similarly with B replaced by Y .

Proof: We discuss first the cases where ♦ does not include the iris. We note

that all situations where D consists of multiple sets do not actually involve

the extra degrees of freedom provided by the random variable, so we in fact

get the desired result immediately; usually as a strict inequality, i.e. when the

sites in ♦ are in a position to participate in the necessary connections. Thus

we may assume without loss of generality that D consists of two components

which must be connected. Let � denote an alternative configuration to ♦ (on

the same subset) and η
�

the full configuration on all the petals. Clearly it is

enough to show

∑
�,η�

µ(η
�

)µ(TBD | η�) ≥
∑
η♦

µ(η♦)µ∗(T̃B∗D ,♦ | η♦). (III.3)

We divide into two cases, the first and more serious of which is when D contains

next neighbor sites separated by a site which is not in D . However, if the site
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separating D is in ♦, the result is trivial: Confining attention only to those

configurations on “the other side” of D , which, given the condition in ♦, would

require a transmission, the difference between the left and right hand side is, at

best, proportional to a (b+ 2s) for the transmissions with permissions, versus

a 1
2
(b + s) + 1

2
times the same proportionality constant for the unconditioned

case. We may thus assume that the separating petal is not in ♦ and, obviously,

since the terms in which it is blue contribute equally to the left and right side

of Eq. (III.3), we may as well assume that this separating petal is yellow.

We first consider the possibility that D contains more than just the two

“ports” in question, i.e. magnitude of D is bigger than or equal to 3. If |D | ≥ 4

– and there is no automatic transmission – then the conditional transmissions

will be (a+ 2s) for both yellow and blue and therefore the ∗–rules do not even

come into play. Thus we have, for all � configurations,

µ(TBD | η�) ≥ µ∗(TB∗D ,♦ | η♦), (III.4)

whenever η♦ = η
�

on the complement of the conditioned set. Now, turning to

cases where |D | = 3, since D only has two components, the extra port must be

contiguous to one of the other two. The unconditioned case will be unity with

probability 1
4

(both petals not yet accounted for are blue), 1
2

with probability

1
4

(both yellow which leads to a triggering situation), and otherwise (a + 2s).

On the other hand, the conditional situation can at best get (a + 2s), which

is smaller than the preceding combination.

We are down to the central cases we must consider: |D | = 2 and the two

petals of D are separated by a single yellow petal. The unconditioned case
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(under the above mentioned conditions) yields a grand total of:

GT =
1

8

[
1 + 2 · 1

2
+ 2(b+ s) + 3(b+ 2s)

]
, (III.5)

where the various terms in the parenthesis are in obvious accord with each of

the eight configurations. Now we partition the remaining cases according to

the size of ♦. If |♦| = 3, there is, in essence, nothing to prove unless there is

a triggering situation. Indeed, without triggers, the blue transmission prob-

abilities (given η♦) and the yellow transmission probabilities (given η♦) are

identical and no ∗–rules would be implemented. In the triggering situations,

the best scenario for the conditional probability is 1
2
, which is easily exceeded

by GT .

We are down to the case where |♦| = 2. If the two petals in ♦ are not

contiguous, this, for all intents and purposes, reduces to the case where |♦| = 3.

Indeed, the best scenario for the conditioned problem is a trigger, which leads

to 1
2
≤ GT . For the remaining cases, we must treat separately the situations

where both petals of ♦ are blue and when there is one blue and one yellow (we

remind the reader that we need never consider the case where ♦ is entirely

yellow in a blue transmission, c.f. Remark III.3.16). In the case where ♦

is entirely blue, as far as the conditional transmission is concerned, when the

unaccounted for petal is blue, there is no triggering and, at best, (b+2s); when

the remaining petal is yellow, one gets (a + s) (in both η♦ and η♦ hence no

rules are implemented). Thus we are looking at equal admixtures of (a+s) and

(a + 2s), which is less than GT . Now, the final |♦| = 2 situation: ♦ contains

one yellow petal and one blue; we remind the reader that the two petals of

♦ are contiguous. Summing over η, here we find equal admixtures of 1
2

and
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(a+ 2s) for the conditioned case; the second case is self–explanatory, the first

case could directly be a trigger, or be an alternating configuration whose color

reverse is a trigger. In any case, a casual tally shows that GT ≥ 1
4

+ 1
2
(a+ 2s)

and so we are done with |♦| = 2.

We now turn to the consideration of |♦| = 1, in which case this petal,

wherever it may be located, is certainly blue. If ♦ is contiguous with one of

the ports, there will be a triggering scenario with probability 1
4

(which is an

enhancement over the color reverse) and to the rest of the configurations we

assign (a + 2s). However, we contend that 1
4
· 1

2
+ 3

4
(a + 2s) does not exceed

GT ; this time, finally, due to the inequality b ≥ s. Finally, if ♦ is perched

right between the two ports (on the “big” side), then in the non–triggering

scenario, both unaccounted for petals of η must be yellow, the color reverse

of which does not even lead to triggering, therefore actually does worse than

when the ♦ was contiguous with one of the ports.

The very last case to consider is where the two ports of D lie at opposite

ends of the flower. Borrowing from the previous next–nearest neighbor case, we

may as well assume that these are the only petals of D . First the unconditioned

probability ought to be computed. As can be explicitly verified, along one

route to connect D around the iris, the addition of either hexagon will already

improve the probability to y+2s; unfortunately, a single hexagon on the other

side does nothing. However, for this case of D , by running the gamut of

possibilities on the “good” and “bad” approaches, we still obtain∑
�,η�

µ(η
�

)µ(TBD | η�) =
1

4
+

3

4

(
1

4
+

1

4
(b+ s) +

1

2
(b+ 2s)

)
.

It is noticed that the term in parenthesis is in excess of (b+2s), thus, even if ♦
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is concentrated on one side of the “transmission line” – which would produce

a 1
4

similar to the one in the above display; in every configuration in which

there is no direct transmission, the conditional probability still does not exceed

(b+ 2s) and we are done.

Finally, we discuss the circumstances where ♦ includes information about

the irises. While intricate arguments along the above lines are almost certainly

possible, these problems are easily handled under the proviso b2 ≥ 2s2 – which

is anyway implemented later for entirely different reasons. Indeed, the only

non–trivial cases, the ones discussed in the proof of Lemma III.3.14, are when

the conditional transmissions are given by s/(b+ s). On the other hand, given

that D is blue, but in the absence of any other conditioning, a transmission

always takes place with probability at least as big as b + s, which is greater

than or equal to s/(b+ s), whenever b2 ≥ 2s2.

III.4 Convergence to Cardy–Carleson Functions

III.4.1 Introductory Remarks and More on Paths

Here we will introduce the functions, u∗
N

, v∗
N

and w∗
N

, which are more or

less the functions with which we will work. Of course our ultimate theorem

concerns the usual functions u
N

, v
N

and w
N

discussed in the introduction;

but all of the mechanics, e.g. Cauchy–Riemann relations, contour integration,

etc., hold only for the former set. We will be content with the knowledge that

|u
N
− u∗

N
| → 0 uniformly on compact sets disjoint from the boundary (which

we do not ultimately prove till the appendix) and similarly for the v’s and w’s.
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For the purpose of what is to follow, let us introduce some concise notation.

Notation III.4.1. Let D ⊂ C denote a finite, open, simply connected domain

with piecewise smooth boundary, which we will regard as having a diameter

of order unity. The boundary of D is exhausted by three disjoint (except

possibly for end points) connected sets, which we denote by A , B and C ,

in counterclockwise order. We tile D, including the boundary, with hexagons

of scale N−1, and we will freely use the notation A , B and C to denote

the boundary hexagons corresponding to these three boundary pieces. While

there may be some ambiguity as to which boundary piece a few hexagons

belong to, we do not dwell on these details; it is sufficient that some choice be

made which keeps these sets connected. The resulting subset of the hexagon

lattice we will denote by Λ(N) and we will place a floral arrangement Λ
(N)
FN

inside Λ(N) in accord with the conventions discussed in Section III.2.2. Since

all of the actual labor will take place at finite N , we will, whenever possible,

treat the hexagons as separated by unit distances and simply regard N as a

large parameter. In particular, we use the notation z to locate vertices of the

hexagon lattice; most of our z’s will be of order N .

As was the case in [14], the functions are defined on the vertices of the

hexagons and smoothly extended if technically necessary. Let us focus on

the u’s since the same considerations hold for v’s and w’s. We start with

a definition of the standard u
N

(z) in blue, which is the probability of the

following event: There is a blue path from A to B, separating z from C . To be

definitive, the path must be self–avoiding but with close encounters permitted;

as will be demonstrated in the appendix, such matters are inconsequential in
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the large N limit. We define U
N

(z) to be the indicator function of the event

just described. We will not be notationally specific as to whether we are

talking about a blue path or a yellow path for this event; in any case, we

define u
N

(z) = E[U
N

(z)].

The function u∗
N

(z) is analogous to u
N

(z) in that both concern the prob-

ability of a path from A to B that separates z from C . However, first we

should emphasize that u∗
N

pertains to a probability on our enlarged space and

second, there are the seemingly modest differences which become very impor-

tant in the (unlikely) event that the path comes close to z. In fact, at the finest

level of distinction, our functions will be the expectations of random variables

rather than the probabilities of events. While there are again two versions of

our functions, one for yellow and one for blue, for ease of notation we will still

omit specific reference to the color, and, for the sake of definitiveness, unless

otherwise specified we will be talking about the blue version of these objects.

We turn to the definition of the object U ∗
N

(z), a random variable, which

defines u∗
N

(z). In most cases, U ∗
N

(z) is in fact the indicator of an event and

u∗
N

(z) the corresponding probability; we will proceed with this language and

later highlight the configurations in which the random variable takes on a

value other than zero or one. First and foremost, U ∗
N

(z) indicates an event on

ΩN× DK , where ΩN is the set of percolation configurations in Λ
(N)
FN

, K is the

number of flowers in Λ
(N)
FN

and D is the space corresponding to the range of the

random variables XD ,♦ and X�D ,♦. In order for a configuration to satisfy the

criterion of U ∗
N

(z), it is first necessary that the hexagons contain a blue path

connecting A and B separating z from C . As of yet we make no specifications
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concerning the type of the path – it may contain close encounters and it may

contain shared hexagons. Note that a path can be “contracted”, i.e. by cutting

out loops till it is a self–avoiding, non–self–touching path. The resulting path

still connects A to B and, if it still separates z from C (which need not be the

case) then, as we shall see, the event u∗
N

(z) is automatically satisfied regardless

of the auxiliary variables. It is in the grey zone between the extremes of {no

separating path exists} and {a separating path exists which enjoys strict self–

avoidance} where the random variables XD ,♦ and X�D ,♦ really come into play.

In order to be concrete, we will simply give a prescription which shows

whether a particular path (h1, . . . , hM) of blue and mixed hexagons in a con-

figuration ω satisfies, depending on the values of the XD ,♦ & X�D ,♦’s, the event

U ∗
N

(z). First and foremost, the underlying segments which form a “skeleton”

for the blue path must constitute an actual self–avoiding path from A to B

which separates z from C . Thus, the hexagons have been ordered in such a way

that the skeleton does not cross itself. Second, in the region complementary to

flowers (if any), the path must obey the “conventional” rules, i.e. no sharing

of hexagons permitted, self–touching allowed. We now turn to the delicate

discussion of what takes place within the flowers. The best prescription is to

follow the path sequentially: by and large, the first pass of the path through

any flower is “free”. If the flower is never revisited, it need not be considered

again, but, in case the path returns to the flower, the initial portion of the

flower which had been used defines, temporarily, the set ♦. The value of XD ,♦

for all possible D ’s is now ascertained. When the path revisits the flower, with

the intention to share a hexagon of ♦, or, encounter a hexagon of ♦, it must

107



receive “permission” from the appropriate XD ,♦ and/or X�D ,♦. If success is

achieved at this level, the new ♦ is reset by adjoining to the old ♦ the petals

that had been used in the second visit; all of this in case of a possible third

visit, etc. Failure on any pass through any flower renders that particular path

useless for achieving the event. Notwithstanding, all candidate paths must be

checked; if no path of ω satisfies the geometric criterion with these permis-

sions, then the event U ∗
N

(z) does not occur. If at least one path satisfies all of

the above criteria, then U ∗
N

(z) is declared to have occurred. The event U ∗
N

(z)

has been defined; corresponding definitions hold for V ∗
N

(z) and W ∗
N

(z).

The exceptional situations occur when z is a vertex of an iris hexagon and

the path under consideration ostensibly goes through the iris. It is worthwhile,

referring to the previous discussion, to assign a value to each path, namely

zero or one, and then define U ∗
N

(z) to be the maximum over all paths of

the path value. We will continue this perspective. Let us now describe the

circumstances under which the path value will be set to 1
2
: First, as alluded

to, z itself must be the vertex of an iris hexagon; second, the iris must be in a

mixed state; and finally, the path under consideration would lead to a value of

one if the iris had been pure blue (and of course zero had the iris been pure

yellow). Notice that depending on the particulars of the mixed state and the

path, the path value can be 1
2

even when the requisite blue transmit has not

literally occurred. Under these circumstances, U ∗
N

(z) may take on the value

1
2
. Of course, it should be emphasized that if an alternative path exists which

does not use the iris and does satisfy all the requisite permissions, then U ∗
N

(z)

will be one. Thus it is only the configurations in which the iris attached to
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z is pivotal for the relevant event that U ∗
N

(z) can be 1
2
. These are, as is well

known from [14], exactly the configurations contributing to the derivatives of

the relevant functions.

As is seen from the above descriptions, it is indeed the case that anytime

a self–avoiding, non–self–touching path of the right color separates z from C ,

U ∗
N

(z) = 1, simply because no permissions are ever required. Thus without

the advent of sharings, etc. no such paraphernalia would be necessary and we

might just as well focus on the reduced path. However, it is crucial to our

analysis that certain paths loop around in order to “capture” z. Nevertheless,

the existence of certain self–avoiding, non–self–touching paths is important

for conditioning/partitioning purposes. In this vein, one might envision that a

path with permissions which nevertheless contain such loops may be partially

reduced in this fashion, i.e. the journey “towards” z indeed has this property,

with all the auxiliaries occurring in the later portion of the path. That such a

rearrangement is possible is the subject of the next lemma.

Definition III.4.2. Consider a blue transmit in the configuration ω which

satisfies the (geometric) requirements of the event that U ∗
N

(z) 6= 0. If this

path cannot be reduced to a self–avoiding, non–self–touching path then it has

loops which are essential for the fulfillment of this event. We define the lasso

points of this path as follows: The last lasso point is a shared hexagon or a

close encounter pair which is part of a relatively simple closed loop of the path

with z in its interior. The next to last lasso point (if any) enjoys a similar

definition, save that the loop in question passes through the last lasso point.

Similarly for the earlier lasso points.
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Lemma III.4.3. Suppose that (ω,X) is a configuration such that U ∗
N

(z) > 0.

Then, in ω there is a path fulfilling the requirements of U ∗
N

(z) > 0 (i.e. connects

A to B and separates z from C ) with the property that in the part of the path

from A to the last lasso point necessary for the capture of z, the only points

of sharing or pairs of close encounters are those which are essential for the

particular path to fulfill the criterion U ∗
N

(z) > 0. In particular this portion of

the path may be regarded as having no sharings and no close encounters with

itself.

Remark III.4.4. We remark that while the above appears to be geomet-

rically obvious – just cut out the necessary loops – what is at issue is that

the rearranged path still has some close encounters/shared hexagons with the

later portion of the path. Thus it is not a priori clear that the new path, with

the new D ’s, will still have the requisite permissions. In point of fact, the

stronger statement that the full path can be reduced to one in which all the

shared hexagons and close encounters remaining are essential for the capture

of z turns out to be false, as the following example shows.

Example III.4.5. We consider a situation – destined for a yellow capture of

z – in which the initial incoming line to the flower is at petal 3 whereupon

the path leaves the flower immediately and, after capturing z, returns to petal

number 6. It then leaves again and reenters at petal 5 (thereby making a

redundant loop), undergoes a diametric transmission through the iris to petal

number 2 and leaves for the last time. Notice that petals 1 and 4 have not

been specified, but let us assume that they are both blue. The initial condition

for transmission – before the reduction – is that petals 6 and 3 are conditioned
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on; however, after the reduction, we regard the reentrance – after capture – at

petal 6 to be a fresh transmit to 2, where petal number 5 happens to be yellow.

Thus, in the reduced version of the transmission problem, ♦ consists solely of

petal 3. The reader can check that for this transmission situation, both the β

and γ (60◦ and 120◦) mixed hexagons will provide the requisite transmission,

so the overall un–starred transmission probability would be (a + 2s). On the

other hand, the color reverse of this scenario (keeping the singleton in ♦ fixed

at yellow) represents a trigger situation, so, indeed, the reduced transmission

will require permissions for a close encounter with the conditioned petal at 3.

Proof: Any reduction of the requisite type that takes place on the complement

of flowers may, obviously, be performed without discussion. We are therefore,

without loss of generality, down to the consideration of paths where all loop and

lasso points take place within flowers. Now suppose a flower only contains loop

points whose removal does not affect the separation event. Then, as discussed

previously, we claim that the required reduction may also be performed with

impunity. (To recapitulate, if the reduction within the flower can be performed

which then renders the path segment going through a flower as self–avoiding

and non–self–touching, then, in the new path within the associated flower,

no random variables need to be consulted since no permissions are actually

required.)

We will consider a flower F which contains a generic lasso point of the

separation event, and let Γ denote the (unreduced) path which actually satisfies

the event. More precisely, Γ will enter the flower at some petal e0 and, after

some meandering (possibly leaving the flower to make redundant loops) must
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leave the flower at some petal c to capture z; the petal c is defined by the

condition that it is the last petal of F that Γ visits before capturing z, i.e. the

next time Γ visits F it will have generated a loop with z in its interior. We

therefore need to show that the part of Γ between e0 and c – which we denote

by ΓF – can be made strongly self–avoiding. Denoting the reduced path by

Γ̂F, we need to guarantee that Γ̂F is actually a legitimate path. The cases we

have to treat are the ones in which there are one or more loop points in F∩ΓF

and for the event to be accomplished, we must make another essential non–

predetermined transmission through the flower before we get to c (c.f. Remark

III.3.16). We reiterate that these cases are dangerous because after the removal

of the loop, the corresponding ♦ we condition on (to make the transmission)

may change so it is not a priori clear that the random variable will still “allow”

the required transmission to happen. Nevertheless, we have a fairly limited

situation and we are able to ensure that the necessary transmission does indeed

happen after the reduction.

We consider Γ̂F and make the following definitions for convenience. First,

within the petal, the three hexagons – including the iris – which form the

non–predetermined core of the transmission will be call the transmission line;

we also denote the first petal in the path ordering of the transmission the port

and the last petal in the transmission the terminus.

We start by focusing our attention on the case where no hexagon was

shared. Then we have two cases corresponding to whether the port and the

terminus are diametrically opposed or next nearest neighbors. We observe that

e0 cannot be next to the port or the terminus, because in the former case it
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would be directly connected to the port, hence in Γ̂F there is no conditioning

to be spoken of so the corresponding random variable is identically o. In

the latter case, since the capture of z is purported to take place after the

transmission, said transmission is not actually necessary to get to the terminus.

The situation is even more trivial if the port or the terminus is equal to e0.

This implies that we are done with the case where the port and the terminus

are diametrically opposed. The second geometry follows similarly: e0 cannot

be on the small side of the transmission line and, indeed, can only occupy the

mid petal of the large side of the transmission line. Now if ΓF used the petal

between e0 and the port at all, then we are automatically done because then

in Γ̂F, we have an unconditioned transmission between the port, e0, the petal

between them and the terminus. On the other hand, if ΓF did not use the

petal between e0 and the port, then either ΓF = Γ̂F (the iris exhibits exactly

the mixed configuration connecting the port to the terminus – necessitating an

eventual departure before e0 connects to the port) or the iris was pure and we

have a unconditioned situation where e0 is connected directly to the terminus

through the iris.

We now turn attention to the cases where there is sharing. Our first claim

is that under any circumstances of multiple passes through the same flower,

there cannot be more than one instance of sharing. Indeed, suppose there were

two instances of sharing, then a rudimentary countings of any double sharing

scenario demonstrates that at least five petals must be involved. Thus in the

first pass through the flower which requires sharing, the minimal situation is

one conditioned hexagon in ♦ and four petals already blue in η♦. These are
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precisely the circumstances which were discussed at the beginning of the proof

of Lemma III.3.13 and thus no sharing is permitted on this first attempt to

share. On the other hand, if two petals are conditioned on before the first

sharing – so that now all remaining petals are blue – any scenario either leads

to probability one transmission situations or, at worst, the scenario where

there is just one mixed iris which fails to allow the desired transmission, with

the same being true for the color reverse, hence no sharing again. If three or

less sites are left over after the first pass, there are not enough sites left for

two or more passes involving transmission through the iris.

Given the claim that there will be only one sharing we can divide into the

cases where petals are being shared and where the iris itself is being shared.

The later has severe constraints, since the two transmissions must be side by

side (c.f. the proof of Lemma III.3.14). In a straightforward rendition where the

two transmissions are anti–parallel, both transmissions are redundant in the

ultimate use of the flower, since the last entrance before the transmissions and

the first exit after the transmissions are neighbors. The less straightforward

renditions of parallel transmissions appear to be a topological impossibility

given what the rest of the path is purported to do. Nevertheless, the shortened

path now has a diametric transmission with two unconditioned blue petals, one

on each side of the transmission axis, and at least one more (unconditioned)

petal known to be blue due to a future visit of the flower after the capture of

z.

Finally, let us consider, in general terms, the (single sharing) situations

where petals are shared during transmission. Here we will only make inter-
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mittent reference to whether we are discussing the path before or after the

reduction. First, the flower must be visited and departed from without trans-

mission, perhaps multiple times – in order that there would be something to

condition on when transmission finally occurs. We claim that for such a trans-

mission, we need only discuss cases where the port and terminus are both

separated from the conditioned set by at least one spacing. If not, the path

under consideration is evidently the before path and the after path can get di-

rectly to the port or terminus thereby implying an unconditioned transmission

or an unnecessary transmission, respectively. Now, for the remaining cases, it

is clear that the conditioned set is but a single petal. Indeed, the geometry

of conditioned site, port and terminus, is the previously discussed alternating

pattern. We claim that one of the three petals which are as of yet unaccounted

for must be blue since, as the reader will recollect, the path is destined to re-

turn after the capture of z. We now discuss two cases. First the iris is pure

blue, in which case, once again, we are evidently referring to the path before

reduction since this can be reduced. However, the reduced path would then

have an unconditioned transmission from the conditioned site to the termi-

nus, which requires no permissions from random variables. Otherwise, a more

serious sort of transmission is taking place, evidently through a mixed iris.

Under these conditions, according to the conditional distributions, there will

be no sharing permitted unless, possibly, the remaining two unaccounted for

sites are both yellow. The mixed type of the iris is now uniquely specified,

and, due to the alternating geometry, does not allow the direct transmission

between the conditioned petal and the terminus. But now, in as far as these
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visits to the flower are concerned, the path is in fact self–avoiding and non–

self–touching. Due to the constraints which led to the circumstances, there

is/was no possibility for reduction, i.e. it appears that we are looking at both

the before and the after path with no need for analysis.

III.4.2 Statement and Proof of Cauchy–Riemann Relations

In this section we will establish Cauchy–Riemann relations for the triple of

functions under consideration. As was the case in [14], these are not exactly

Cauchy–Riemann equations, but equations of a Cauchy–Riemann type between

positive and negative “pieces” of the derivative, which admit a probabilistic

interpretation. Notwithstanding the absence of Cauchy–Riemann equations,

these Cauchy–Riemann relations are sufficient to exhibit Green’s Theorem type

cancellations in the evaluation of the appropriate discrete contour integrals.

Definition III.4.6. Let â = i, b̂ = τi, ĉ = τ 2i denote three of the six lattice

directions on the hexagonal lattice, where τ = exp(2πi
3

). For a function f(z)

defined on the vertices of the hexagonal lattice and η ∈ {±â,±b̂,±ĉ}, as

appropriate, we define the directional derivative in the usual fashion:

Dηf(z) = f(z + η)− f(z).

Let U B∗
N

(z), V B∗
N

(z) and W B∗
N

(z) denote the blue versions of the random

variables described in the previous subsection and U Y∗
N

(z), V Y∗
N

(z) and W Y∗
N

(z)

their yellow counterparts. We denote by u∗
N

(z), v∗
N

(z) and w∗
N

(z) the expecta-

tion of the color neutral averages, e.g.

u∗
N

(z) =
1

2
E[U B∗

N
(z) + U Y∗

N
(z)],
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and similarly for v∗ and w∗. The Cauchy–Riemann pieces are the quantities

[u∗
N

]+η = [u∗
N

(z)]+η = E[[
(
U B∗
N

(z + η) + U Y∗
N

(z + η)
)
−
(
U B∗
N

(z) + U Y∗
N

(z)
)
]+]

[u∗
N

]−η = [u∗
N

(z)]−η = E[
(
U B∗
N

(z + η) + U Y∗
N

(z + η)
)
−
(
U B∗
N

(z) + U Y∗
N

(z)
)
]−],

where ( )± means positive/negative part and, typically, we will suppress the

z dependence. Similar definitions hold for the quantities [v∗
N

]±η and [w∗
N

]±η . Of

course we have Dηu
∗
N

(z) = [u∗
N

]+η −[u∗
N

]−η , and similarly for v∗
N

and w∗
N

. We note

that, in reference to the above display, there could be a distinction between

“the positive parts of the sum” and “the sum of the positive parts”. However,

as we shall see, in any configuration where, e.g., (U B∗
N

(z + η)−U B∗
N

(z)) > 0,

the corresponding yellow term automatically vanishes. A statement of the

Cauchy–Riemann relations is as follows:

Lemma III.4.7. Consider the Cauchy–Riemann pieces as described above.

Then, between u and v, these objects satisfy six Cauchy–Riemann relations,

the first three of which are:

[u∗
N

]+â = [v∗
N

]+
b̂

; [u∗
N

]+
b̂

= [v∗
N

]+ĉ ; [u∗
N

]+ĉ = [v∗
N

]+â

for site z which emanate the edges â, b̂ and ĉ. For sites emanating the edges

−â, −b̂ and −ĉ, we have:

[u∗
N

]+−â = [v∗
N

]+−b̂; [u∗
N

]+−b̂ = [v∗
N

]+−ĉ; [u∗
N

]+−ĉ = [v∗
N

]+−â.

We note that

[u∗
N

(z)]−â = [u∗
N

(z + â)]+−â,

and similarly for b̂ and ĉ, so the above implies all the necessary relationships

for the negative pieces. There are six corresponding equations between the
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derivative pieces of the v and w functions (which implies an additional six

relations between the derivative pieces of the w and u functions).

We will prove separately the cases for sites which are and are not vertices

of irises.

Proof (non–iris sites): If neither z nor its neighbor is the vertex of any

iris, the preliminary step of the proof is identical to that in [14]. Explicitly,

let us consider the case of [u∗
N

]+â . Since no mixed hexagon is involved, both

the blue and yellow versions correspond to the event that the separating path

goes “below” z + â but does not go “below” z. Hence, focusing attention

on the function uB∗
N

(z), it is the case that the hexagons surrounding the edge

<z, z + â> are both blue, while the one directly “below” z is yellow; we will

informally refer to these three hexagons as a triad. Note that by this criterion

(among several others) no configuration will contribute to both the positive

part of the blue piece and the positive part of the yellow piece. Returning

attention to the blue case, the yellow hexagon in the triad is the terminus

of a yellow path connecting to the domain boundary C ; for all intents and

purposes, this path may be regarded as self–avoiding and non–self–touching.

As for the former pair, we may regard these as neighbors in a legitimate blue

path which starts at A , goes through these two from right to left and ends

at B. By Lemma III.4.3 we may, without loss of generality, regard the first

portion of the path, namely that which connects A to the hexagon on the right

of <z, z + â>, as self–avoiding and non–self–touching. From the perspective

of the remaining blue hexagon, what is required is therefore a conditional

transmission – with all rules enforced – starting at this point and ending at B.
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(Note also that this path may have collisions, i.e. sharings of mixed hexagons

with the yellow path, but as for its interaction with the yellow path, of course,

no permissions are required.) We will replace this transmission with the same

sort of transmission in yellow, after some partitioning.

We claim, according to standard arguments, that given the existence of

a self–avoiding, non–self–touching blue path from A to the right hexagon of

the triad and a yellow path from the bottom hexagon of the triad to C –

i.e. some sort of path from A to C – there is a “lowest” such path. We

remark that all of the pure irises involved in these paths are of the obvious

requisite type, and sometimes the mixed hexagons will be completely specified

by the local geometry of the path, while in other cases it may be ambiguous.

With the latter consideration, we are therefore in fact conditioning on a path

event rather than an actual path. It is, however, clear that details of the

configuration outside the path will in fact dictate the nature of certain irises.

In particular, one can envision a scenario where had the iris been pure yellow,

due to some local deviation, an alternative path would have indeed been lower;

therefore this mixed iris must be of a particular type. Ostensibly we will run

into a dual aspect of this situation: under certain circumstances, the newly

formed yellow path will be allowed to share an iris, thereby (effectively) turning

a mixed hexagon into a pure hexagon. In light of the previous consideration,

while the transmission may be successful, this switching could disrupt the

conditioning. However, as is not hard to see, these scenarios cannot come to

pass. Indeed, we claim that if changing the status of an iris from mixed to

pure produces a lower path, it must be the case that the blue portion of the
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iris is, in fact, already in the region below what was previously the lowest

path. To demonstrate this, one only need to appeal to the skeleton structure

of the underlying path: if it is possible to lower the path by switching the

blue half into a pure yellow, the closure of the symmetric difference of the

lowest possible skeleton of the old path and the lowest possible skeleton of the

new path forms a closed loop with the blue half of the hexagon in its interior,

which concludes the demonstration. We may therefore conclude that any iris

involved in the yellow portion of the lowest yellow–blue path is either frozen

into a particular mixed state – with the blue portion of the hexagon inside the

conditioned region and therefore inaccessible for sharing – or is of a nature

such that transforming the iris into a pure yellow does not render a change in

the the condition of the lowest path.

It is now clear that modulo some necessities regarding triggering possibili-

ties of the flowers which have been traversed by these paths, the region above

this “lowest” blue–yellow path is entirely unconditioned. We are therefore

in a position to apply Lemma III.3.17 (which automatically accounts for the

triggering scenarios) to conclude that the conditional probabilities associated

with the blue version of [u∗
N

]+â and the yellow version of [v∗
N

]+
b̂

are identical.

Running the same argument for the yellow version of the function [u∗
N

]+â and

the blue version of the function [v∗
N

]+
b̂

, we conclude [u∗
N

]+â = [v∗
N

]+
b̂

. The other

11 relationships, for the non–iris sites, follow from an identical argument.

Proof (iris sites): For convenience, we will start with the â derivative of

u∗
N

(z), assuming the iris is located directly to the right of <z, z + â >. We

first note that in those configurations where the iris happens to be pure, the
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argument is identical to the non–iris site case. So we will focus attention on

configurations contributing to [u∗
N

(z)]+â in which this iris is of a mixed type.

Our first case will be to compare the positive part of the â derivative of u∗
N

to the positive part of the ĉ derivative of w∗
N

. Notice that in this case – as

opposed to an â versus b̂ comparison – the edges <z, z+ â> and <z, z+ ĉ> are

both boundary edges of the iris and hence the situation before and after the

switch will be more or less equivalent. We start by considering configurations

for which U ∗
N

(z + â) = 1/2 while U ∗
N

(z) = 0. Aside from the mixed nature

of the iris, we claim this is exactly the same as the pure iris case. Indeed, the

inferred value of U ∗
N

(z+ â), were this iris blue, is supposed to be one, while the

inferred value of U ∗
N

(z) is still zero, meaning that the hexagon to the left of the

<z, z+â> bond is indeed blue (and connected to B), and similarly the hexagon

below z is yellow, etc. Now, it is only necessary to observe that changing the

iris to yellow destroys the event of a separating path “below” z + â, which is

indeed seen to be the case. For this portion of the proof, we will actually do

a double switch: first changing the blue path from the left hexagon to B to

yellow and then replacing the yellow path which connects to C with a blue

rendition. The former is identical to the argument of the pure case modulo

that we must envision the mixed hexagon as a pure blue in order to perform

the conditioning partition. Having accomplished the first switch, we claim that

the second switch is identical – with the same proviso concerning the mixed

hexagon and, of course, a repartitioning of the configurations according to the

ordering of the new yellow–blue path connecting B to A . When the double

procedure has been achieved, we are, manifestly, in a configuration where the
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blue version of W ∗
N

(z+ĉ) evaluates to 1/2 while, still, the corresponding version

of W ∗
N

(z) is zero. Since by a rotation of the arguments at the beginning of this

paragraph, these are the only such configurations contributing to (the positive

part of) W ∗
N

(z + ĉ)−W ∗
N

(z) (in blue), and hence we have a bijection between

the configurations contributing to the positive part of the U ∗
N difference (in

blue) and the positive part of the W ∗
N difference (in blue).

Finally, starting from the same initial setup, we now compare the â deriva-

tive of u∗
N

(z) with the b̂ derivative in v∗. As alluded to above, this case is

essentially different because the site at z + b̂ is actually surrounded by pure

hexagons. Proceeding in the forward direction, we follow the steps of the pure

case: that is to say, we replace the blue path emanating from the hexagon

to the left of <z, z + â> with a yellow transmission. Let us investigate the

consequences. It is clear that V ∗
N

(z + ĉ) indeed equals one (regardless of the

iris configuration) and now we claim that V ∗
N

(z) = 1/2. Indeed, in light of the

two hexagons below and to the left of z, through which a yellow path connects

B to C , it is clear that were the iris yellow, the yellow version of V ∗
N

(z) would

be one; however, the blue path which connects the outside of this iris to A

indicates that were the iris to be blue, no yellow path would separate z from

A . We are finished with the forward direction. The last thing to be checked

is that the map we just described onto, which amounts to the statement that

in any configuration where V ∗
N

(z+ b̂) = 1, while V ∗
N

(z) = 0 (in yellow) is of the

above described form. But here the argument runs a very close parallel to the

considerations at the beginning of the previous paragraph: By assumption, the

iris is in a mixed state, but even if the iris were blue, there must be a yellow
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separating path to the right of z + ĉ, and this forces the two pure hexagons

of the appropriate triad to be yellow. Envisioning the iris as yellow places a

path to the right of z; however, when this iris is blue, no such path can exist,

meaning that the outside of the iris is connected to A by a blue path. We

have recreated the final conditions after the switch and this case is proved.

All other cases are {u,v,w, yellow, blue} permutations and discrete rotations

of the two described above. In starting with color neutral combinations we

always end up (via a slightly different route than in the non–iris case) with

color neutral combinations, and Cauchy–Riemann relations for these functions

are established.

III.4.3 Contour Integration

We now wish to show that the functions u
N

, v
N

and w
N

converge to limiting

objects which are indeed harmonic. We will do this by showing that the func-

tions u
N
− τ 2v

N
, v

N
− τ 2w

N
and w

N
− τ 2u

N
converge to analytic functions via

Morera’s theorem. Specifically, we first compute the contour integral around a

single hexagon and show that this reduces to leftover derivative pieces. These

pieces are judiciously and symmetrically placed about the hexagon in such

a way as to cancel leftovers from neighboring hexagons. Hence, by discrete

distortions, any contour integral around a region of N2 hexagons will result in

some derivative pieces around the contour which are easily shown to be small.

We start with some notation and a definition.

Notation III.4.8. Hexagons are oriented as before, that is to say with two

edges parallel to the y–axis. We label the vertices of the hexagon counter-
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clockwise starting with the bottom vertex by z1, z2, z3, z4, z5, z6. If f is a

function defined on the lattice, then we may use the notation f(zi) or fi to

denote the value of the function at the site zi.

Definition III.4.9. Let C = {z1, . . . , zn} denote a contour consisting of neigh-

boring points on the hexagonal lattice and f a complex valued function on the

hexagonal lattice. Then we define the discrete contour integral via∮ N

C

fdz =
1

N

n∑
k=1

[f(zk) + f(zk+1)] · 1

2
· (zk+1 − zk).

That is to say, in our definition, the value of f for the contour element is

determined by both endpoints of the bond. Note that this has the advantage

that integrations in the opposite directions of each contour element cancel

exactly.

We remark that the factor of 1
N

is for the anticipated scaling, so that the

above display should be understood in the spirit of a contour whose length is

of order N . In the forthcoming lemma, we will deal with small scale contours

so, to avoid introduction of additional notation, we transfer the N to the other

side of the equation:

Lemma III.4.10. Let ∂H denote the contour which is the boundary of a

hexagon in accord with Notation III.4.8. Then

N

∮ N

∂H

[u∗
N

(z)− τ 2v∗
N

(z)]dz = i(α
H

+ τβ
H

+ τ 2γ
H

),

where αH , βH and γH are real numbers that represent sums of derivative pieces

of u∗
N

. Furthermore, these functions have a tiling symmetry in the sense that

e.g. the quantity αH associated with a particular hexagon H is cancelled by the
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sum of the corresponding quantities αH̃ for all hexagons H̃ which neighbor the

hexagon H; similarly for βH and γH .

Proof: We will provide a demonstration only for the case of the αH ’s, since

the situation for the β’s and γ’s are analogous. An explicit calculation yields

α
H

= [(u∗2 − u∗1) + (u∗1 − u∗6) + (u∗3 − u∗4) + (u∗4 − u∗5)]

+ [(v∗1 − v∗6) + (v∗6 − v∗5) + (v∗2 − v∗3) + (v∗3 − v∗4)],

where, by the addition and subtraction of terms, the above has been written

so that each term is a derivative along some edge of the hexagon. Now we

apply Lemma III.4.7 and cancel off all corresponding pieces in such a way that

everything is written in terms of the Cauchy–Riemann pieces of u∗. We are

then left with

α
H

= [u∗5]+−b̂ + [u∗5]+−ĉ + [u∗4]+ĉ − [u∗3]+−b̂ − [u∗2]+
b̂
− [u∗2]+ĉ − [u∗1]+−ĉ + [u∗6]+

b̂
.

Associating, in a natural fashion, derivative pieces with the corresponding

edge, it is seen that half of the corresponding edges are in H and half of

them “invading” a neighboring hexagon. (So that in particular, there will

be corresponding “invasions” from neighboring hexagons.) It is not terribly

difficult to see that each of the above pieces will occur in the integration of four

hexagons, twice with positive sign and twice with negative sign and therefore

cancel.

Lemma III.4.11. Let Λ
(N)
FN

denote a floral arrangement in a simply connected,

regular region which has of order N2 hexagons, and with boundary regions A ,

B and C , each of which is comprised of order N hexagons. Finally, let C
N
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denote a simple closed contour in Λ
(N)
FN

whose length is also of order N . Then

there is some ϑ > 0 and some constant C0 <∞, such that∣∣∣∣∣
∮ N

C
N

[u∗
N

(z)− τ 2v∗
N

(z)]dz

∣∣∣∣∣ ≤ C0N
−ϑ,

and similarly for v∗
N
− τ 2w∗

N
and w∗

N
− τ 2u∗

N
.

Proof: We perform the contour integral in accord with the formula in Defi-

nition III.4.9 withholding the overall factor of 1
N

for later purposes. We may

freely indent the contour one hexagon at a time, ultimately exhausting all in-

terior hexagons. Each interior hexagon, that is to say a hexagon which does

not share at least one of its edges with C
N

, provides zero net contribution in

accord with Lemma III.4.10. What remain are the leftover Cauchy–Riemann

pieces on or near the boundary, the number of terms of which is of order |C
N
|,

which itself is of order N . However, each piece corresponds to the probability

of disjoint connections to the three boundary regions, at least one of which

must be of order N away. Using the 4th item in Theorem III.3.10 the result

follows.

III.4.4 Proof of Theorem III.2.4

For Z ∈ D let us denote by UN(Z ) the function u
N

(NZ ), and similarly for

VN(Z ) and WN(Z ). While the statement of the theorem concerns the blue

and yellow versions of these functions, here, for obvious reasons, we deploy the

color–neutral objects. In Corollary III.7.4, we will show that

lim
N→∞

|uB
N

(z)− uY
N

(z)| = 0,
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for all z, so that the various limiting objects may be identified. As has been

discussed, the discrete derivatives have been displayed as (differences of) prob-

abilities of events which require connections between Z and all three boundary

components. Thus, regardless of the particulars of the position of Z , the dis-

crete derivative always requires at least one long arm emanating from (the

lattice location of) Z . By Theorem III.3.10, item four, this vanishes with an

inverse power of N , which in terms implies a Hölder estimate which is uniform

in Z and N . It follows that the U , V and W sequences are equicontinu-

ous, and we can extract sub–sequential limits (along a mutual subsequence)

which we denote by U(Z ), V (Z ) and W (Z ). Letting C ⊂ int(D) denote

any simple, closed curve which is rectifiable, we write∮
C
[U(Z )− τ 2V (Z )]dZ = lim

N→∞

∮ N

C
N

[u
N

(z)− τ 2v
N

(z)]dz,

and similarly for the V , W and W , U pairs. We wish to make use of Lemma

III.4.11, but in order to do so we must replace u, v and w by their starred

versions. On the basis of Lemma III.7.2 in the Appendix, we find that |u
N

(z)−

u∗
N

(z)| tends to zero uniformly for any particular contour, and similarly for v

and w. This allows us to bring Lemma III.4.11 into play and we may now

assert that the limiting contour integrals vanish.

By Morera’s Theorem, it is evident that U , V and W are an “analytic

triple”, i.e. the functions U+i· 1√
3
(V −W ), V +i· 1√

3
(W−U) and W+i· 1√

3
(U−

V ) are all analytic. However, it is immediately clear that these functions are

not independent. Indeed, upon addition of the three, the imaginary part of

these vanishes, allowing us to conclude that U + V +W is a constant, which,

momentarily, we will show is unity. Thus there is actually only one analytic
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function in play, e.g. U+V +i · 1√
3
(U−V ). However, we will still have occasion

to exploit the symmetry of the triple.

The boundary values are inherited from the discrete lattice versions of these

functions: U = 0 on C , V = 0 on A and W = 0 on B; furthermore, at the

point e
AB

which joins the A and B boundaries, U = 1, and similarly for V

and W at the other junctures. These are readily proved by another appeal

to Theorem III.3.10, item four. For example, let us consider the function

U(Z ), with the point Z in the midst of C . Then back on the discrete level,

for all intents and purposes, this point must be joined to some point on A

and another on B by blue transmissions. Since Z cannot be close to both

boundaries, this probability tends to zero as N tends to infinity. Moreover,

this argument is not confined to points that are actually on the boundary, a

similar argument also demonstrates that for points near the boundary – on

the macroscopic scale – u
N

(z) takes on a small value. Similar arguments hold

for the boundary values of V and W on A and B, and it is also not hard to

show that as Z approaches e
AB

, U(Z ) must approach one.

We claim that the boundary condition (and the symmetry of the triple)

is, in fact, enough to specify uniquely what the function is – namely the con-

formal transformation of the linear Cardy–Carleson function described in the

introduction. To establish this, it is sufficient to demonstrate that a similar

sort of analytic triple laden with the constraint of adding up to zero – i.e. ho-

mogenous boundary conditions – is identically zero. We proceed as follows:

Since all functions described are harmonic, we may, by conformal invariance,

treat the corresponding (homogeneous) problem on a triangle. On the tri-
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angle we denote the three functions as δU , δV and δW and, without loss

of generality, δU = 0 leg of the triangle coincides with the x–axis. Noting

that δU is the imaginary part of an analytic function, ΦU , whose real part

is − 1√
3
(2δV + δU), we may use the Schwarz Reflection Principle to extend

this analytic function across the x–axis. We will use the continuation of ΦU

to define a δU and δV throughout the reflected domain, i.e. Im(ΦU) =df δU

and 1
2
[−
√

3Re(ΦU)− Im(ΦU)] =df δV . It is found, obviously, that δU changes

sign upon this reflection. More significantly, δV takes on the reflection of the

value δU + δV which by the homogeneity assumption is exactly −δW , so δW

is given by the negative of the reflection of δV . The boundary conditions on

the new, reflected boundaries are therefore conditions that the (extended) δV

and δW vanish. A similar phenomenon will happen when reflecting across the

δV = 0 lines and/or the δW = 0 lines. It is therefore clear that starting from

a triangle whose indefinite reflections will tile the plane, e.g. a right triangle

or an equilateral triangle, we will end up with a triplet of analytic functions

whose individual components are always, to within a sign, one of the original

U , V or W evaluated at the corresponding point in the original triangle. It is

evident that these functions are all bounded and, often enough, zero, so they

are all identically zero.

Since the subsequence led to an unambiguous limit we conclude conver-

gence of the full sequence, and the desired result has been established.
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III.5 Conclusion

We have studied a model which differs in no outstanding way from any other

in a myriad of 2D percolation models. We demonstrated that, at least as far

as the crossing probabilities are concerned, the continuum limit of the present

model is identical to that of the site model on the triangular lattice. Needless

to say, there are obvious similarities between the present model and the site

model on the triangular lattice – in particular, vis–a–vis a hexagonal tiling

problem. (Not to mention that the model without irises is the s = 0 limit of

the model with irises.) All in all, these similarities allowed for the development

of a proof which follows closely the original derivation of [14]. Notwithstanding,

a small amount – but one which is of strictly positive measure – of universality

has been established. In particular, and of similarly small significance, is the

fact that the parameter s may take on a range of values and needless to say,

there is a good deal of leeway in the placement of flowers.

There are numerous shortcomings to this work. It is worthwhile to under-

score the ones which we believe are of greater significance:

1. It has not proven feasible for us to establish these results for well–known

systems. In particular, one has in mind, among the self–dual problems, the

full bond triangular lattice and/or the acclaimed bond problem on the square

lattice, not to mention any number of 2D critical models without self–duality.

We envision that in the former sorts of systems, an approach akin to the ex-

isting techniques might be developed, while for the latter, perhaps, an entirely

new approached will be required.

2. While the touted advantage of a derivation along the lines in [14] is
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the demonstrated robustness of the approach, the downside is that the present

work sheds no new light on the nature of the critical phenomena. For example,

while anticipated that the Cauchy–Riemann equations should become mani-

fest on a mesoscopic scale, at least as far as the authors’ current understanding

goes, they appear to obscure with any deviation from the microscopic hexag-

onal geometry.

3. On a more specific note, the authors find it highly regrettable that

a rigid flower arrangement was required. In point of fact, all of the essential

results, e.g. color parity of the transmission probabilities, Cauchy–Riemann re-

lations, etc. were established for entirely arbitrary flower arrangement. What

could not be done, at least not without additional labor, was the establish-

ment of the standard critical properties of a 2D percolation system. Here, it

appears (after all these years) that some significant form of lattice symmetry

is still required. Notwithstanding, the authors envision a stochastic version of

the current system. For example, the presence or absence of an iris could be

governed by a local random variable and the values of s within the iris may

also be random variables. Under some reasonable homogeneity assumptions,

such problems might be approached by methods along the lines of the present

work.

Finally (and one might presume that this is eminently rectifiable) would be

the completion of the preliminary description for the continuum limit of this

model by making the connection to SLE6. This topic is under consideration

and may very well be the subject of a later paper.
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III.6 Appendix 1: Harris–FKG Properties and Criticality

Here we give a proof of the FKG property needed to prove Corollary III.3.10.

We point out that in the strict sense our model does not enjoy positive corre-

lations, as the following example shows:

Example III.6.1. Consider a single flower with the petals labeled as in Sec-

tion III.2.2. Let S{4,5} be the set containing petals 4 and 5 and let S{1} denote

the singleton set containing petal 1. Let {S{4,5} ↔ S{1}} denote the event of a

connection between S{4,5} and S{1}. Then it is claimed:

P({S{4,5} ↔ S{1}} | S{4,5} = S{1} = B) < P({S{4,5} ↔ S{1}}). (III.6)

Let us start by conditioning on the state of petal 6. The conditional probability

given that petal 6 is blue is 1 for both the left hand side and the right hand

side of Eq. (III.6), so we might as well consider the case where petal 6 is yellow.

Let us start with the unconditioned probability, i.e. the right hand side. It

is claimed that, as far as the rest of the petals are concerned, there are three

scenarios: predetermined transmission (i.e. a connection without use of the

iris), a trigger and other. The relevant conditional probabilities are 1, 1
2

and

a + 2s, respectively, with the exception of a single configuration which is in

both categories (i) and (ii). The resultant tally is:

P({S{4,5} ↔ S{1}} | S{6} = Y ) = 2−5

[
5 · 1

2
+ 8 + 19 · (a+ 2s)

]
. (III.7)

For the conditional probability, we simply calculate all four cases, with the
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result:

P({S{4,5} ↔ S{1}} | {S{4,5} = S{1} = B}∩{S{6} = Y }) =
1

4

[
1 +

1

2
+ 2(a+ 2s)

]
.

(III.8)

By repeated use of the fact that 2a + 3s = 1, it is seen that the right hand

side of Eq. (III.7) exceeds the right hand side of Eq. (III.8) whenever s > 0.

However, for the purposes of proving criticality we in fact only need positive

correlations on paths. More precisely, we have

Lemma III.6.2. Let ΛF denote a flower arrangement and let

A1, B1;A2, B2; . . . An, Bn

denote sets in ΛF in the complement of irises. Let T1 denote the event that

A1 and B1 are blue and that A1 is connected to B1 by a blue path, with similar

definitions for T2, . . . ,Tn. Then, under the condition that a2 ≥ 2s2, the events

T1, . . . ,Tn are all positively correlated, i.e., if J ⊂ {1, 2, . . . , n} and L ⊂

{1, 2, . . . , n} then

µΛF
(
⋂
j∈J

Tj ∩
⋂
`∈L

T`) ≥ µΛF
(
⋂
j∈J

Tj)µΛF
(
⋂
`∈L

T`)

Proof: We consider first the binary case – multiple path cases following an

nearly identical argument. Let σ denote a generic configuration of petals and

filler and let I denote a generic configuration of irises. Our first claim is that

the function

Tj(σ) = PΛF
(Tj | σ)

is an increasing function of σ. To see this, let σ and σ∨η denote configurations

which differ only at the site η – where the latter is blue and the former is yellow.
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If η is a filler site the claim is obvious. Similarly, if η is a petal site where the

presence/absence of blue does not affect the trigger status of the flower, the

result is also trivial. Futhermore, it is also clear that if the path event does

not depend on the iris (i.e. if the iris is not a pivotal site for the event Tj) then

the raise at η can no deleterious effect on Tj. Thus we must only consider

situations where the state of η causes or disrupts a trigger and a transmission

through the iris is crucial for the event that Tj occurs.

First we consider the case where raising at η leads to a triggering situations.

In this case, the associated flower must have started with exactly two blue

petals. If the two blue petals were already adjacent then it is obvious that the

raise at η can only benefit the possibility of the event Tj, i.e., assuming the

cooperation of the iris, this could complete a connection. Let us consider the

case where the blue petals were not adjacent. We must resort to considering

the full event Tj on the configuration ω = (σ, I). We must thus compare the

(conditional) probability of a connection between our blue petals of σ (without

the trigger) and our three blue petals of σ ∨ η with the trigger. The latter is

1
2

while the former is a + s < 1
2
. Now we turn to the case where the raise at

η disrupts a trigger. Before the raise, the connection probability is 1
2

whereas

after the raise, the connection probability is either 1 (because the two relevant

sets get connected outside the iris) or, in the two less trivial cases, a+ 2s > 1
2
.

So our first claim is established.

We note that the conditional measure µΛF
(− | σ) (for whom the only

degrees of freedom are represented by the iris configurations) is in fact inde-

pendent – but not necessarily identically distributed – measure on the irises. In
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[6] it was proved that in an analogous circumstance with parameters ai, ei, si,

i = 1, 2, . . . , that provided aiei ≥ 2s2
i is satisfied for all i, the corresponding

product measure has positive correlations. This is our situation where some

ai = ei = 1
2

and otherwise aiei = a2 ≥ 2s2 = 2s2
i by hypothesis. Since the indi-

cator function of the event Tj is manifestly increasing in the iris configurations,

we have correlation inequalities for the conditional measure; so

E(TjTl | σ) ≥ E(Tj | σ)E(Tl | σ) = Tj(σ)Tl(σ).

The desired result follows by taking the expectation over petal/filler configu-

rations and using the Harris–FKG property for independent percolation. The

proof for multiple path events as well as a variety of other increasing events

follows mutatis mutantis from the argument given.

Remark III.6.3. With additional labor, it may be possible to remove the

a2 ≥ 2s2 restriction. However, we shall not pursue this avenue since, in any

case, we require that a ≥ 1
5
.

III.7 Appendix 2: Equivalence of the

Cardy–Carleson Functions

In this appendix, we will supply the necessary details to show that the dif-

ference between our functions u∗
N

(z), v∗
N

(z) and w∗
N

(z) are, for all intents and

purposes, equal to the unstarred counterparts. We start with some notation:

Definition III.7.1. Let Bn denote the 2n × 2n box centered at the origin –

that is to say all those hexagons within an L1 distance n of the origin – and
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∂Bn the hexagons of Bc
n with a neighbor in Bn. While technically we should

also specify the location of the origin relative to the flower arrangement, in

what is to follow such amendments would only result in the adjustment of a few

constants in some of the estimates. We will not pay heed to these matters in the

forthcoming definitions and the various later estimates should be understood

as the maximum or minimum over a single period of translations.

Let Π1(n) denote the event that the origin is connected to ∂Bn by a blue

transmission and let π1(n) denote the corresponding probability. Similarly,

we consider multiple disjoint paths of various colors and arrangements which

connect the origin to ∂Bn and we use the subscript to indicate the number of

paths with the color and arrangement dependence notationally suppressed. Of

importance will be the five–arm event, Π5(n), the subject of some discussion

in [1],[10] and [11] wherein the origin is connected to ∂Bn by three blue paths

and two yellow paths, with the two yellow paths separated by blues. (In

[10], it was proved that the corresponding probability, π5(n), has upper and

lower bounds of a constant divided by n2; these arguments, at least the upper

bounds, are easily adapted to the present circumstances.) Next, if m < n, we

define Π1(n,m) to be the event of a connection between ∂Bm and ∂Bn and we

denote the corresponding probability by π1(n,m). We adapt similar notations

for π-functions involving multiple disjoint connections in the annular region.

Finally, we will consider versions of these events with a geometric restriction.

Let θ ∈ [0, 2π) and consider the ray starting from the origin that makes angle

θ with the horizontal axis. We define ΠK,θ
1 (n), ΠK,θ

2 (n), . . . to be the event

that the appropriate paths occur subject to the constraint that none of the
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paths intersect the ray at angle θ. We use the same notation with a lower case

π to denote the relevant probabilities. Similarly, we define ΠK,θ
1 (n,m), . . . and

πK,θ
1 (n,m), . . . to denote the modified versions of the above mentioned for the

annular regions Bn \Bm.

We will also bring into play certain events of the type described in the

above paragraph that incorporate additional events defined from the space of

permissions. These objects will be introduced as necessary.

We begin with the central lemma of this appendix. The proof relies heav-

ily on asymptotic estimates of certain π-functions which will be proved in

subsequent lemmas.

Lemma III.7.2. Let u∗
N

, u
N

denote the functions as described previously, with

domain Λ. Let Z denote a point in the interior of Λ, z = NZ . Then,

lim
n→∞

|u∗
N

(z)− u
N

(z)| = 0.

In particular, on closed subsets of Λ that are disjoint from the boundary, the

above is uniformly bounded by a constant times an inverse power of N .

Proof: We claim (c.f. below) that in those configurations in which U
N

and

U ∗
N

differ, a rather drastic event must occur involving multiple arms connected

to the boundary and encircling z. If this event occurs far away from z and the

boundary, then there are many, namely greater than five, long arms emanating

from a single point. By the modification of some above mentioned standard

results, we can show that the instances of this event in the bulk, i.e. away

from the boundary and away from z, are suppressed. On the other hand,

when the path ventures near z itself, not all of these arms will be long and,
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conditionally speaking, such a multi–arm event is not particularly unlikely.

However, the latter cases we claim are themselves unlikely; indeed most of

the configurations contributing to u
N

or u∗
N

stay well away from z on the

microscopic scale. Finally, for points near the boundary, while there may be

fewer long arms to work with, the geometric constraints prove to be sufficient

for our purposes. The details are as follows:

Let us first consider the event which is contained in both the starred and

unstarred versions of the u–functions, namely the event of a self–avoiding,

non–self–touching path separating z from C , etc. We will denote the indicator

function of this event by U −
N

. Similarly, let us define an event, whose indicator

is U ∗+
N

, that contains both the starred and unstarred versions: this is the

event that a separating path of the required type exists, with no restrictions

on self–touching, and is allowed to share hexagons provided that permissions

are granted. It is obvious that

E[U ∗+
N
−U −

N
] ≥ |u∗

N
− u

N
|. (III.9)

We turn to a description of the configurations, technically on (ω,X), for

which U ∗+
N

= 1 while U −
N

= 0. In such a configuration, the only separating

paths contain an essential lasso point which, we remind the reader, could be

either a shared hexagon or a closed encounter pair. For standing notation, we

denote this “point” by z0. A variety of paths converge at z0: certainly there is

a blue path from A , a blue path to B, and an additional loop starting from z0

(or its immediate vicinity) which contains z in its interior. However, since the

lasso point was deemed to be essential, there can be neither a blue connection

between this loop and the portion of the path connecting z0 to A nor a blue
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connection between this loop and the portion of the path connecting z0 to

B. This implies two additional yellow arms emanating from the immediate

vicinity of z0. These yellow arms may themselves encircle the blue loop and/or

terminate at either the two boundaries A and B. We remark that, specifying

the lasso point under study to be the first (and by the same token the final)

such point on the blue journey from A to B, the paths from the boundaries

to z0 as well as the yellow paths mentioned have no sharing and, without loss

of generality, no points of close encounter. While such claims cannot be made

about the loop, it is already clear that there are “somewhat more” than five

standard arms emanating from the vicinity of z0. Turning attention to this

blue loop, let us regard this as two separate paths – with possible sharings –

each portion of which visits all the essential lasso points; the break between

the two paths may be chosen arbitrarily after the final lasso point just prior to

the capture of z. Now we may claim that on the basis of Lemma III.4.3, one

of these two paths may be reduced to a self–avoiding and non–self–touching

path. Thus, to summarize, there are in fact six paths emanating from z0;

a pair of blue paths separated from another pair of blue paths by a pair of

yellow paths. One of the blue pairs is completely “normal”. The other blue

pair, ostensibly two halves of a loop, will be regarded as one normal path and

a second path which has received permissions to share and/or experience close

encounters with the first.

Notwithstanding, the blue pair which captures z along with a surrounding

yellow loop cannot a priori be ruled as unlikely if z0 is in the vicinity of z.

To handle such points we let 0 < λ < 1 denote a number to be specified
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momentarily. We now define z0 to be “near” z if it is within a box of side

Nλ centered at z. Since Z ∈ int(Λ), z itself is a distance of order N from

the boundary. Such an event would thus require a connection between the

boundary of the above mentioned box to the outside of a larger box, also

centered at z, which is the smallest such box that will fit in Λ. This, for N

large enough, is a translation of the event Π1(dZN,N
λ) where dZ is a constant

related to the distance between Z and the boundary of the domain measured

on the unit scale. By standard arguments employing rings in disjoint annuli

(which go back to [7]) we may, on the basis of Theorem III.3.10, show that the

probability of such an event is bounded above by a constant times (N
λ

N
)ϑ1 for

some ϑ1 > 0.

Hence for all intents and purposes, when we examine the configurations

where U
N

and U ∗
N

are purported to differ, we may assume that there is no

visit to the near vicinity of z. (In particular, we certainly need not worry

about the fractional values of U ∗
N

(z) when the path goes directly through

z.) Furthermore we will now regard, with only small loss of generality, the

expectation in Eq. (V.23) to be taking place in the conditional measure where

no path from the boundary visits the near vicinity of z. It follows that for z0

located anywhere in Λ a distance further than Nλ from the boundary (and z)

all of the above mentioned paths emanating from the vicinity of z0 travel to

the outside of a box of side Nλ centered at z0. We denote the probability of

this modified six–arm event by π6∗(N
λ).

In light of [10], it should come as no surprise that

π6∗(N
λ) ≤ C6∗

Nλ(2+ϑ2)
(III.10)
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with C6∗ a number of order unity independent of N and ϑ2 > 0. In any case,

the inequality in Eq.(III.10) is the subject of Lemma III.7.3. Thus, choosing λ

close enough to one to ensure that the power in the denominator of the right

hand side exceeds two, we may sum over all relevant values of z0 and thereby

dispense with the so-called bulk terms.

This leaves us with the boundary contribution which we divide into two

(technically three) types. First there are points which lie near a corner of the

domain and then there is the complementary set. Along with the former, we

will include the points near the juncture of the A –B boundary i.e. the point

e
AB

. Since there are only a finite number of these sorts of boundary points

and the associated nearby points are handled rather easily, let us define our

“vicinity” of these points and dispose of these regions immediately.

We let µ2 be a number larger than λ but still smaller than one: 1 > µ2 > λ,

and at each corner, we place a box of side Nµ2 (with its center at the corner)

and another such box at e
AB

. If z0 lies inside one of these boxes, some of the

six arms will still be long. In particular, for future reference, concerning the

corner points of the A boundary or the B boundary that are distinct from

e
AB

, there are at least four long arms. As it turns out, the points near e
AB

have two. Regardless of the exact tally, it is clear that, for each such point

mentioned, if z0 is in the associated box, the boundary of this box must be

connected a distance of order N and so the requisite event is contained in a

translate of the event Π1(kN,Nµ2). Here k is some constant of order unity

independent of N which can again be related to various distances in unit scale

domain. Hence we pick up a finite number of additional terms with the upper

141



bound of a constant times (N
µ2

N
)ϑ1 .

Finally there is the remainder of the points near the boundary: points that

are within a distance Nλ of the boundary but further than Nµ2 from any of the

corners or e
AB

. By definition, if we place a box of side exceeding 2Nλ of any

of these points, that box will intersect Λc. Thus let us cover this region with

partially overlapping boxes of side, say, 3Nλ and notice that the number of

boxes is of the order N1−λ. Further, it is noted that, on a distance scale of Nλ,

all these boxes are well away from all the corners. Thus the boundary region

near any particular box is, essentially, a straight edge and there is ample room

to draw straight lines in the complement of Λ which start from the boundary

of these boxes, are directed towards their centers, and are large compared with

Nλ but, perhaps, small compared with N .

We now take each of the above mentioned boxes and place it at the center

of a box of side 2Nµ1 , where µ2 > µ1 > λ. As indicated above, we can connect

the boundaries of these boxes by a straight line which lies in Λc and is directed

towards their mutual center. If z0 is inside the inner box, then, as alluded to

earlier, there must be four arms which connect the boundary of the inner box

to the boundary of the outer box. Two of these four arms are yellow and two of

these are blue, with the pair of blue arms between the yellow arms; the yellows

and one of the blues are self–avoiding and non–self–touching while the second

blue interacts with the first given the requisite permissions. In short, four

of the six arms that were dealt with in the context of the bulk contribution.

However, clearly these arms are restricted so as not to enter the region Λc;

certainly they cannot cross the straight line described in the above paragraph.
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The relevant event is therefore ΠK,θ
4∗ (Nµ1 , 3

2
Nλ), where 4∗ means pretty much

what 6∗ meant in the earlier context.

The subject of Lemma III.7.5 is that for the usual three arm version of the

above event, πK,θ
3 (n,m), has upper and lower bounds of the form a constant

times m/n, where the constant is uniform in θ. Therefore it once again should

not be surprising that

πK,θ
4∗

(
Nµ1 ,

3

2
Nλ

)
≤ C4∗

(
Nλ

Nµ1

)1+ϑ3

, (III.11)

with ϑ3 > 0 and C4∗ a constant. The estimate in Eq. (III.11) will be proved

as a corollary to Lemma III.7.5.

Summing over all such boxes, the overall remaining contribution is there-

fore no more than a constant times N1+λϑ3−µ1(1+ϑ3). The above exponent is

negative if we choose (first µ2 and then) µ1 sufficiently close to one. It is not

difficult to ascertain that every one of the above estimates are uniform in z

provided that z remains a fixed distance from the boundary. The lemma is

proved.

Lemma III.7.3. Consider the event Π6∗(n) as described in the proof of Lemma

III.7.2 and let π6∗(n) denote the corresponding probability. Then, for all n,

there is a finite constant C6∗ which does not depend on n, such that

π6∗(n) ≤ C6∗

n2+ϑ2
.

Proof: We start with some discussions concerning the five–arm event Π5(n),

which, in the present circumstances, means two yellow paths and three blue

paths with the two yellow paths separated. According to the arguments of
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Lemma 5 in [10], the probability of a particular arrangement of the five arms

(certain arms ending up at certain boundaries, etc.) is easily bounded above

by a constant times n−2. This argument goes through intact for the systems

under consideration in this work. The crux of the matter is, therefore, to

show that with conditional probability of order unity the system will end up

in the preferred arrangement. This rather difficult matter was first resolved

for the four–arm case in [9] and indeed this resolution was the technical core

of that work. Most of the intricate construction consisting of fences, corridors,

etc. relies on standard critical properties of 2D percolation models, specifically

the second and third items in Theorem III.3.10. We remark that there were

numerous points in the derivation where the Harris–FKG inequalities were

employed. In essentially all of these cases, Lemma III.6.2 applies directly, as

the relevant events always involved paths and connections. A small exception

consists of Lemma 3. Here the proof in [9] would go through intact provided

that the disjoint regions in question were in fact “flower disjoint”, e.g. in the

notation of [9], the sets “A ” and “E ” must contain no flower in common.

These and similar conditions for related sets can be arranged in any number

of ways; to be specific, in every square and rectangle on all of the various

scales, one may “waste” a buffer zone layer whose thickness consist of at least

one unit cell. Needless to say, certain modifications of the four–arm argument

must be made for the benefit of five and further arms – here the issue being

that in the five arm cases, the colors no longer alternate. These matters were

discussed in Section 7 (Appendix to Lemma 5) of [10]. The arguments therein

can be applied with almost no modification.
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To prove Eq. (III.10) one should, ostensibly, employ some sort of disjoint

occurrence argument. Unfortunately the modern versions, e.g. Reimer’s in-

equality, do not appear to be readily adapted to the current set up, so we

must resort to old fashioned methods of conditioning. We claim that in fact

π6∗(n) ≤ π5(n)π1(n). Let us label the yellow arms Y1 and Y2, as ordered

counterclockwise, with the “loop arms” between them. Calling the “normal”

arm of the loop B1 we envision the second loop arm as lying between B1 and

Y2. We now condition on the clockwise–most transmission for the arm B1 and

counterclockwise–most transmission for the arm Y2. We denote the region in

between by RB1,Y2 and, with apologies, the extreme versions of these paths by

B1 and Y2, respectively.

Were it not for the possibility of sharing, our conclusion is immediate. We

underscore that there are two forms of sharing involved: the mixed hexagons

in Y1 and the sharings with permission in B1. However, in the former case

(c.f. the proof of Lemma III.4.7 for non–iris sites), and certainly in the latter

case, we need not reveal which hexagons are available for sharing in order to

provide the conditioning. The content of Lemma III.3.19 is that any path

event, blue or yellow, has a greater probability in an unused flower than in

a flower which has some parts conditioned on, notwithstanding that its iris

may be available for sharing. It is therefore manifest that in the region RB1,Y2

expanded by all the flowers of B1 and Y2, the probability of an additional blue

transmission is, in fact, greater than the requisite transmission which actually

has to receive permission (and does not get rejected for illicit close encounters).

However the probability in the above stated region is obviously less than π1(n);
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summing over all partitions – and using the standard power law bounds on

π1(n) – provides us with the desired result.

Corollary III.7.4. Let uB
N

(z) and uY
N

(z) denote the blue and yellow compo-

nents of the function u
N

. Then for all z ∈ D,

lim
N→∞

|uB
N

(z)− uY
N

(z)| = 0,

with similar results for v and w.

Proof: While ostensibly it would seem that under the auspices of Lemma

III.3.6, the equality of uB
N

(z) and uY
N

(z) is a forgone conclusion, it is conceivable

that a difference might arise due to the disparity between the geometry of

a path designate and the geometry of the transmission which achieves this

designation. However, the conditions under which this disparity might emerge

are akin to the conditions which were shown to be vanishingly small in Lemma

III.7.3. In particular, this might happen if the designate goes directly through

z – which happens to be in a flower, or, more pertinently, the path designate

may contain a long loop capturing z which is achieved by a realization making

no use of this essential loop. However, if this is to happen and the underlying

realization does not achieve the event UN(z), then we are back to a Π6∗–type

event.

To be specific, let TuB
N

(z) denote the collection of path designates which

may be realized by a path from A to B separating z from C . By our usual

abuse of notation, we also use TuB
N

(z) to denote the event that some designate

in this set is achieved by a blue transmission. We define a similar quantity for

yellow and, as a consequence of the arguments which were used in the proof
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of Lemma III.3.6,

P(TuB
N

(z)) = P(TuY
N

(z)).

On the one hand, it is clear that

uB
N

(z) ≤ P(TuB
N

(z)).

Now let ΞN(z) denote the complement of the events that were treated in

Lemma III.7.3; e.g. no blue path from the boundary visits the near vicinity of

z, no Π6∗–type events, etc. Then, on the other hand, from the above discussion,

it is not difficult to see that

uB
N

(z) ≥ P(TuB
N

(z) | ΞN(z)).

The preceding pair of inequalities also hold with B replaced by Y . On the basis

of the arguments used in the proof of Lemma III.7.3, we have P(ΞN(z)) → 1

as N →∞ and the desired result follows.

Lemma III.7.5. Consider the events ΠK,θ
3 (n,m) as described in the proof of

Lemma III.7.2 with πK,θ
3 (n,m) the corresponding probability. Then

C ′3
m

n
≤ πK,θ

3 (n,m) ≤ C3
m

n
,

where C3 and C ′3 are constants independent of all parameters, including θ.

Remark III.7.6. While the proof below is tailored to the system at hand,

these ideas can obviously be generalized to a variety of critical 2D percolation

models.

Proof: We first assert that for fixed r ∈ (0, 1), as n→∞, there exists a φ(r)

such that

πK,θ
3 (n) ≤ φ(r)πK,θ

3 (rn), (III.12)
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where the argument of the π on the right–hand side is understood to mean a

convenient integer value. This can be established by making use of Kesten’s

fences ([9]); however with only three arms it is not terribly difficult to construct

an argument directly.

Now consider the box Bn with a line segment at angle θ cutting through the

center of the box. Let us assume for simplicity that the segment touches only

two boundaries; one of these boundaries we will denote by c and the rest of the

boundary will be split into two parts by the ray, and we denote these parts by

a and b. We parametrize the line segment by λ, where λ = 0 corresponds to

the joining of the a and b boundaries and λ = 1 corresponds to the c boundary.

Furthermore, we discretize the parametrization: λ ∈ (λ1, . . . , λk) so that the

portion of the line segment corresponding to λj+1 contains one more hexagon

than the the portion corresponding to λj. We now define the event

F(λ) = {ω | ∃ blue transmit from a to b which does

not cross the portion of the line segment

corresponding to parameter values in [0, λ]},

and we further define

f(λ) = P(F(λ)).

It is obvious that f is monotone non–increasing in λ. In fact, it is readily

established that f is strictly decreasing since if 1 > λ′ > λ > 0, it is possible,

using corridors, to produce configurations of uniformly positive probability

for which the F(λ) occurs while the event F(λ′) does not. We next observe

that any ω ∈ F(λj−1) \ F(λj) for all intents and purposes lies in the restricted

three–arm event in question. In particular, in light of Eq. (III.12) and another
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relocation of arms argument, for λj not too close to zero or one,

L3π
K,θ
3 (n) ≤ f(λj−1)− f(λj) ≤ K3π

K,θ
3 (n),

where K3 and L3 maybe regarded as independent of λ for, say, λ ∈ (1
4
, 3

4
).

Summing up over the values of λ in the above specified range, we learn that

πK,θ
3 (n) has upper and lower bounds of a constant times n−1.

To obtain the full stated result, we note that, clearly,

πK,θ
3 (n) ≤ πK,θ

3 (m) · πK,θ
3 (n,m).

However, invoking the techniques of [9], this may be supplement with a bound

of the opposite type augmented by constants, which establishes the desired

result.

Corollary III.7.7. Consider the function πK,θ
4∗ (n,m) as described in the proof

of Lemma III.7.2, then

πK,θ
4∗ (n,m) ≤ c4∗

(m
n

)1+ϑ3

,

for some ϑ3 > 0.

Proof: We use the result of Lemma III.7.5 in conjunction with a conditioning

argument of the sort used in the proof of Lemma III.7.3 to obtain this result.
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Chapter IV

Discrete Approximations and

Extraction of Cardy’s Formula

for General Domains

Abstract: Following the approach outlined in [26], convergence

to SLE6 of the Exploration Processes for the correlated bond–

triangular type models studied in [11] is established in [3] and the

present work. In this installment, we focus on establishing Cardy’s

Formula for general domains.

Keywords: Universality, conformal invariance, percolation, Cardy’s

Formula.
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IV.1 Introduction

In this note we wish to establish the validity of Cardy’s Formula for crossing

probabilities in a general (finite) domain Ω ⊂ C, clarifying certain notions con-

cerning discretization and extraction of appropriate boundary values. While

these issues have been addressed to various extents in e.g., [13], [14], [9], [6],

[23], and may seem quite self–evident – at least for nice (i.e., Jordan) domains,

a complete and unified treatment for general domains appears to be absent.

Moreover, aside from æsthetic appeal, the generality that appears here is cer-

tainly needed for the approach of proving convergence to SLE6 outlined in

[26] (see also [14]) and carried out in [3]. Our efforts will culminate in the

establishment of Theorem IV.5.7 and Corollary IV.5.10 (which is stated in [3]

as Lemma 2.6).

Since it is our intention that this note be self–contained, let us first review

the methodology – introduced in [13] and adapted to the models in [11] (see

also [3], §4.1) – by which Cardy’s Formula can be extracted. At the level of

the continuum we are interested in a domain Ω ⊂ C which is a conformal tri-

angle with boundary components {A,B, C} and marked prime ends (boundary

points) {a, b, c} – all in counterclockwise order – which represent the intersec-

tion of neighboring components. At the level of the lattice, at spacing ε, we

consider an approximate domain Ωε, in which the percolation process occurs

and which tends – in some sense – to Ω as ε → 0. At the ε–scale, the com-

peting (dual) percolative forces will be denoted, as is traditional, by “yellow”

and “blue”.

Let z be an interior point (e.g., a vertex) in Ωε. We define the discrete
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crossing probability function uBε (z) to be probability that there is a blue path

connecting A and B, separating z from C, with similar definitions for vBε (z)

and wBε (z) along with yellow versions of these functions. For these objects,

standard arguments show that subsequential limits exist; two seminal ingredi-

ents are required: First, they converge to harmonic functions with a particular

conjugacy relation between them in the interior and second they satisfy certain

(“obvious”) boundary values. With these ingredients in hand it can be shown

that the limiting functions are the so called Carleson–Cardy functions. E.g.,

lim
ε→0

uYε = u,

and similarly for the v’s and w’s where, e.g., according to [4], the functions

u, v, w are such that

F := u+ e2πi/3v + e−2πi/3w

is the unique conformal map from Ω to the equilateral triangle formed by the

vertices 1, e±2πi/3. This is equivalent to Cardy’s formula.

We enable this program for a general class of domains and their discrete

approximations which is suitable for our uses in [3], Lemma 2.6/Corollary

IV.5.10.

Remark. The appropriate discrete conjugacy relations for the uε, vε and wε

have only been established for the models in [13] and [11]. However, since the

RSW estimates are purportedly universal and actually hold for any reasonable

critical 2D percolation model, in principle we always have limiting functions

u, v, w with some boundary values. Hence most of the content of the present
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work should apply. However, certain provisos and clarifications will be re-

quired; see Remark IV.5.6.

In the ensuing arguments we will have many occasion to make use of the

uniformization map ϕ : D→ Ω (where D denotes the unit disk) normalized so

that say ϕ(0) = z0 ∈ Ω for some point z0 well in the interior of Ω and ϕ′(0) > 0.

We will also identify points on ∂D with boundary prime ends of ∂Ω, via the

Prime End Theorem. We refer the reader to e.g., [22] for such issues. Finally,

the reader may wish to keep in mind that the reason for addressing most of

the issues herein is for application to the case where the curves/slits under

consideration are percolation interfaces/explorer paths; for discussions on this

topic we refer the reader to [3].

IV.2 The Carathéodory Minimum

We start by dissecting the well–known Carathédory convergence, mainly to

phrase it in terms of more elementary conditions more suitable for our pur-

poses. The reader can find similar conditions/discussions in e.g., Section 1.4

of [22].

Our general situation concerns a sequence of domains (Ωn) which converge

in some sense to the limiting Ω along with functions (un, vn, wn) converging to

a harmonic triple (u, v, w) satisfying the appropriate conjugacy relations. As

a minimal starting point let us consider the following pointwise (geo)metric

conditions for domain convergence:

(iI) If z ∈ Ω, then z ∈ Ωn for all n sufficiently large.
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(iII) If zn ∈ Ωc
n, then all subsequential limits of (zn) must lie in Ωc.

(e) For all z ∈ Ωc (including, especially ∂Ω) there exists some sequence

znk ∈ Ωc
nk

such that znk → z.

Conditions (iI) and (iII) ensure that limiting values of u, v and w in (the

interior of) Ω can be retrieved and are defined by values of un inside Ωn whereas

condition (e) implies that Ωn’s don’t converge to a domain strictly larger than

Ω, so that the boundary values of u on ∂Ω might actually correspond to (the

limit of) boundary values of un on Ωn. Indeed, these preliminary conditions

turn out to be equivalent to Carathéodory convergence (see e.g., [12]; although

in our context we will actually not have occasion to use convergence of the

relevant uniformization maps). More precisely, first we have the following

result, whose proof is elementary (and we include for completeness):

Proposition IV.2.1. Consider domains Ωn,Ω ⊂ C all containing some point

z0. Then the following are equivalent:

1. If K is compact and K ⊂ Ω, then K ⊂ Ωn for all but finitely many Ωn.

2. (iI) For all z ∈ Ω, z ∈ Ωn for all but finitely many Ωn.

(iII) If zn ∈ Ωc
n, then all subsequential limits of (zn) must lie in Ωc.

3. If z ∈ Ω, and δ < d(z, ∂Ω), then Bδ(z) ⊂ Ωn, for all but finitely many

Ωn.

Proof. 1⇒ 2) To see (iI) suppose z ∈ Ω and d(z, ∂Ω) > δ, then Bδ(z) ⊂ Ω and

is compact and hence we have Bδ(z) ⊂ Ωn for all n sufficiently large and hence
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z ∈ Ωn for all n sufficiently large; conversely, To see (iII), suppose zn → z with

zn ∈ Ωc
n and suppose towards a contradiction that z ∈ Ω. Then again arguing

as before, Bδ(z) ⊂ Ωn for n sufficiently large, but then zn ∈ Bδ(z) also for n

even larger, which implies that these zn ∈ Ωn, a contradiction.

2 ⇒ 3) Again suppose d(z, ∂Ω) > δ so that Bδ(z) ⊂ Ω. If it is not the

case that Bδ(z) ⊂ Ωn for n sufficiently large, then we can find a sequence

zn ∈ Bδ(z) ∩ Ωc
n. Since Bδ(z) is compact, there exists a subsequential limit

point znk → z∗, but then by (iII), z∗ /∈ Ω, contradicting Bδ(z) ⊂ Ω.

3 ⇒ 1) Let K ⊂ Ω be compact. We can cover K by K ⊂ ⋃x∈K Bδx(x),

with δx < d(x, ∂Ω). By the assumed compactness, there is a finite sub-

cover K ⊂ ⋃k
i=1Bδxi

(xi). By 3), for 1 ≤ i ≤ k, there exists Ni such that

Bδxi
(xi) ⊂ Ωn for all n ≥ Ni, and hence it is the case that K ⊂ Ωm for all

m > max{N1, N2, . . . , Nk}.

Now the notion of kernel convergence – which in our setting of bounded,

simply connected domains is, by the theorem of Carathédory equivalent to

Carathédory convergence, i.e., convergence uniformly on compact sets of the

corresponding uniformization maps (see e.g., [12], Theorem 3.1) – requires,

in addition (specifically to condition 1 in the above Proposition), that Ω is

the largest (simply connected) domain satisfying the above conditions. The

addition of condition (e) indeed correspond to maximality; arguments similar

to those just presented easily lead to the following (whose proof is elementary

and is also included for completeness):

Proposition IV.2.2. The conditions (iI), (iII), (e) are equivalent to Ωn con-

verging to Ω in the sense of kernel convergence.
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Proof. In light of the above discussion, it is sufficient to show that the con-

dition (e) is equivalent to the maximality condition on Ω required by kernel

convergence.

⇒) Suppose Ω is not maximal and hence Ω ( Ω′ where Ω′ satisfies (iI)

and (iII). It must be the case then there is a point z ∈ ∂Ω∩Ω′. By condition

(e) there exists znk → z with znk ∈ Ωc
nk

, but condition (iII) for Ω′ implies that

z ∈ (Ω′)c, a contradiction.

⇐) Conversely, suppose Ω is maximal and assume towards a contradiction

that Ω does not satisfy (e), so that there exists some point z ∈ Ωc and some

δ > 0 such that Bδ(z) ⊂ Ωn for all n sufficiently large. By the maximality

of Ω, it must be the case that Bη(z) ⊂ Ω for any η < δ, which implies in

particular that z ∈ Ω, a contradiction.

As is perhaps already clear, Carathédory convergence is insufficient for our

purposes: Since the functions u, v, w must acquire prescribed boundary val-

ues on separate pieces of ∂Ω, it is manifest that (some notion of) separate

convergence of the corresponding pieces of the boundary in ∂Ωn will be re-

quired. Special attention is needed for the cases of domains with slits – which

are of seminal importance when we consider the problem of convergence to

SLEκ. The situation is in fact rather subtle: Note that in both Figure IV.1

and Figure IV.3, we have that Ωε Carathédory converges to Ω, but whereas

the situation in Figure IV.1 disrupts establishment of the proper boundary

value, the situation in Figure IV.3 is perfectly acceptable (see Remarks IV.3.2

and IV.4.3).
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IV.3 Interior Approximations

We will begin by considering the interior approximations, where Ωε ⊂ Ω for all

ε. For earlier considerations along these lines, see [8] and [10]. Here, the cru-

cial advantage is that all domains can be viewed under a single uniformization

map; this allows for relatively simple resolution of all concerns of a geomet-

ric/topological nature. Moreover, this appears to be the simplest setting for

the purposes of establishing Cardy’s Formula in a fixed (static) domain (see

especially Example IV.3.3 below). In particular, for circumstances where this

is all that is of interest, the reader is invited to skip the next section altogether.

We start with

Definition IV.3.1 (Interior Approximations). We call (Ω•ε) an interior ap-

proximation to Ω if:

(I) The domains Ω•ε consist of one or more (graph) connected components,

each of which is bounded by a closed polygonal path, and the union of all such

polygonal paths we identify as the boundary ∂Ω•ε. In particular, ∂Ω•ε consists

exclusively of polygonal edges each of which is a portion of the border of an

element in (Ω•ε)
c.

(II) The boundary ∂Ω•ε is divided disjoint segments, denoted by Aε,Bε, . . .

in (rough) correspondence with the (finitely many) boundary components

A,B, . . . of the actual domain Ω. In case Ωε is a single component, these are

joined at vertices aε, bε, . . . corresponding to the appropriate marked prime

ends. In the multi–component case, if necessary, a similar procedure may be

implemented, implying the possible existence of several aε’s etc. When re-
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quired, the aε, bε, . . . , etc., will be the one corresponding to the “principal”

component of Ωε, namely, the component which contains the point z0, which,

we recall, served to normalize the uniformization map. Here it is tacitly as-

sumed that ε is small enough so that this component has a representative of

each type.

Further, we require the following:

(i) It is always the case that Ω•ε ∪ ∂Ω•ε ⊂ Ω. That is, Ω•ε is in fact a strictly

inner approximation.

This property ensures that indeed all of Ωε can be viewed under the (single)

conformal map ϕ : D→ Ω in the ensuing arguments.

(ii) Each z ∈ Ω lies in Ω•ε for all ε sufficiently small.

It can be seen that conditions (i) and (ii) imply that for any z ∈ ∂A, there

exists some sequence zε → z with zε ∈ Aε, and similarly for B, etc.

(iii) Given any sequence (zε) with zε ∈ Aε for all ε, any subsequential limit

must lie in A. Moreover, this must be true in the stronger sense that for any

subsequential limit ϕ−1(zεn)→ ζ ∈ ∂D then ζ ∈ ϕ−1(A). Similarly for B, etc.

In particular, any subsequential limit of the (aε)’s will converge to a point

in a, and similarly for b, etc.

Remark IV.3.2.

• To avoid confusion, by the above method, an interior approximation to

any slit domain – no matter how smooth the slit – necessarily consist of at

least a small cavity of a few lattice spacings. It is noted that the explorer
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Aε

Cε
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Ωε

Ωc
ε

Ωc
b A

C Ω

Figure IV.1: Violation of condition ii) in Definition IV.3.1, which would lead to incorrect

(limiting) boundary values.

process itself produces just such a cavity.

• It is easy to check that interior approximations satisfy conditions (iI),

(iII), (e).

• Condition (iii) is indeed used to ensure that the limiting boundary values

are unambiguous and correspond to the desired result (see Lemma IV.5.2). A

simple scenario where careless approximation leads to the wrong boundary

value is illustrated in Figure IV.1.

• Note that even though for convenience we have assumed in (iii) that

zε ∈ Cε and have used the uniformization map ϕ, what is sufficient is that

if zk → z ∈ C, then for all but finitely many k, zk should be close to Cε, in

some appropriate sense. Indeed, we shall have occasion to formulate such a

definition later, for the statement of Lemma IV.4.4.

Example IV.3.3. An example of an interior approximation is what we will

call the canonical approximation, constructed as follows. To be definitive,

consider a tiling problem with finitely many types of tiles. We formally define
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the scale ε to be the maximum diameter of any tile. As usual, we may regard

all of C as having been tiled – “Cε”. The domain Ωε is defined as precisely

those tiles in Cε which are entirely (including their boundary) in Ω. Clearly

then this construction satisfies (i); condition (ii) is also satisfied: if z ∈ Ω is

such that d(z, ∂Ω) > ε0, then z ∈ Ωε for all ε < ε0.

At this stage ∂Ωε is just one or more closed polygonal paths. The boundary

component types are determined as follows: For the marked points, e.g., a,

consider the neighborhood Qδ(a) defined as follows: Let cε denote a sequence

of crosscuts of ϕ−1(a) with the property that ϕ(cε) contains a δ neighborhood

of a with δ/ε → ∞ and δ(ε) → 0; Qδ(a) is then the set bounded by ϕ(cε)

and the relevant portion of ∂Ω. It is clear, for ε small, that “outside” these

neighborhoods, the assignment of boundary component type is unambiguous.

Here we say a boundary segment is “outside” Qδ(a) etc., if all tiles (intersecting

Ω) touching the segment in question lie in the complement of Qδ(a). Indeed,

each segment of ∂Ωε belongs to a tile that intersects the boundary. For a

fixed element of ∂Ωε satisfying the above definition of “outside”, some of the

external tile is in Ω and therefore under ϕ−1, the image of this portion of the

tile joins up with ∂D; furthermore, it joins with a unique boundary component

image due to the size of the obstruction provided by Qδ(a). Finally, inside

these neighborhoods Qδ(a), etc., all that must be specified are the points aε,

etc., which as discussed above, may have multiple designations (due to the

possibility of multiple components for Ωε). The rest of the boundary is then

assigned accordingly.

Finally, let us establish (iii):
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Claim IV.3.4. The canonical approximation satisfies (iii).

Proof. Let zε ∈ Aε with some subsequential limit z. It is clear that z /∈ Ω

since all z ∈ Ω are a finite distance from the boundary while d(zε, ∂Ω) ≤ ε

by construction. Moreover, z ∈ A since d(zε,A) is (generally less than ε but

certainly) no larger than δ(ε). It remains to show the stronger statement that

any subsequential limit of ϕ−1(zε) is in ϕ−1(A). If ζε = ϕ−1(zε) converges to

the image of a marked point in ϕ−1(A) there is nothing to prove. Thus we may

assume that, eventually, ζε is outside any κ–neighborhood of the marked points

α1, α2 ∈ ϕ−1(A) for some κ. Now let η < κ such that the η neighborhood of

∂D\ [Bκ(α1)∪Bκ(α2)] consist of two disjoint components, one containing all of

the rest of ϕ−1(A) and the other associated with ϕ−1(∂Ω\A). Finally consider

the neighborhood (here Nη(·) denotes the Euclidean η neighborhood of (·))

Mη := Nη(A) ∩ ϕ[Nη(ϕ−1(A)].

Since it is agreed that zε stays outside ϕ(Bκ(α1)∪Bκ(α2)) it is clear that, for all

ε sufficiently small, zε ∈Mη and therefore ζε ∈ Nη(ϕ−1(A))\ [Bκ(α1)∪Bκ(α2)]

and not in the complementary η band described above. It follows that the limit

must be in ϕ−1(A).

IV.4 Sup–Approximations

Unfortunately, for various purposes, e.g., certain proofs of convergence to

SLE6, we will need slightly more generality than the internal approximations

as provided in Definition IV.3.1. Specifically, we shall have to consider slit
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domains where (in a certain sense) the slit is evolving dynamically and where,

at the ε–level, the slit is determined stochastically. In particular, we are not

at liberty to approximate the domains in the most convenient fashion; more

generality will be required.

Here, informally, we will describe the two additional properties which are

essential in this context:

• Actual sup–norm convergence of separate sides of the slits (which in the

discrete approximations may well be separate curves): This is to prevent the

masking of one boundary value by another near the joining of boundaries.

• The well–organization property: This is to prevent confusion of boundary

values that could be caused by intermingling (crisscrossing) of the two curves

approximating the opposite sides of the slit.

Scenarios in violation of these properties are depicted in Figure IV.2.

Remark IV.4.1. If γ1 and γ2 are two curves, then as usual the sup distance

between them is given as

dist(γ1, γ2) = inf
ϕ1,ϕ2

sup
t
|γ1(ϕ1(t))− γ2(ϕ2(t))|.

For certain purposes, it is pertinent to consider weighting the sup–norms of

portions of the curves in accord with the particular crosscut in which the

portion resides. We will denote the associated distance by Dist; see [3], §3.2

for the definition and discussions. However, our ensuing arguments will not

be sensitive as to whether we are using the original sup–norm or the weighted

version and thus we will continue to use the sup–norm.
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Figure IV.2: Masking and intermixing of boundary values.

Definition IV.4.2 (Sup–approximations). Suppose ∂Ω can be further divided

(perhaps by other marked boundary points) with the boundary between these

points described by Jordan arcs or, more generally, Löwner curves. We shall

label the new points J1, J2, etc. and between certain pairs, e.g., Jk & Jk+1 will

be a Löwner curve denoted by [Jk, Jk+1]. The marked prime ends a, b, . . . may

serve as an endpoints of (some of) these segments, but it is understood that

they do not reside inside these arcs.

Some of this curve (often enough all of it) will be part of the boundary

∂Ω. (On the other hand, it can be envisioned that a portion of this curve lives

in a “swallowed” region and is part of Ωc.) At the discrete level, we recall

that ∂Ωε is automatically a union of closed self–avoiding curves. It will be

supposed that Ωε has corresponding Jε1 , J
ε
2 , . . . and the relevant portion of the

curve between the relevant J–pair converges in sup–norm to the corresponding

portions in ∂Ω – or Ωc, as the case may be – at rate η(ε).

We assume that all of this transpires in such a way that the following prop-

erty, which we call well organized, holds: For any curve of interest [Jεk , J
ε
k+1],
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pick points p and p′ on this arc. Consider δ–neighborhoods around p and p′

and consider the portion of the arc joining these neighborhoods (last exit from

neighborhood around p to first entrance to neighborhood around p′), which we

label L . Let P be any path connecting the boundaries of these neighborhoods

to one another in the complement of all ∂Ωε. Then the relevant portions of the

∂Bδ(p), ∂Bδ(p
′), P and L clearly form a Jordan domain, whose interior we

denote by O. Let O′ ⊂ O denote the connected component of P in O \ ∂Ωε.

Then, ∂O′ ∩ ∂Ωε is monochrome, i.e., it cannot intersect both [Jεk , J
ε
k+1] and

[Jε` , J
ε
`+1] for k 6= `. While this may sound overly complicated, what we have

in mind is actually a simple topological criterion, c.f., Remark IV.4.3.

The rest of the domain and boundary is approximated by interior approx-

imation. Thus, for those Jk’s which divide arc–portions of ∂Ω from “other”,

we require commensurability at the joining points. In particular, in order that

the interior approximation be implementable, it is clear that we must require

Jεk ∈ Ω.

Remark IV.4.3.

•While at first glance it is difficult to imagine that ∂O′ is anything except,

say L , what we have in mind is when L and a neighboring curve are some ap-

proximation to a two–sided slit. The well–organized property does not permit

the sides of the approximation to crisscross one another. Alternatively, this is

a simple topological criterion which can be phrased as saying that under say

the uniformization map (in fact any homeomorphism onto a Jordan domain

would do) the image of each of these J–pieces occupies a single contiguous

piece of the boundary. This sort of monochromicity property is required for
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well–behaved convergence of relevant boundary conditions we shall need later.

Then a crisscrossing approximation can very well lead to altogether different

limiting values – or none at all. It is clear that this well–organized property is

satisfied by the trace of any discrete percolation explorer process.

• Sup–approximations satisfy conditions (iI), (iII), (e).

• The added difficulty here is that since the approximation is no longer

interior, we can no longer determine the “topological situation” by looking

under a single conformal map. E.g., for a point close to the boundary, we

can no longer determine which boundary piece it is “really” close to. This

is exemplified by the case of a slit domain: If, say, part of C is one side of a

two–sided slit γ, then points close to γ on one side (corresponding to C) will

have small u value which tends to 0 whereas points close to γ on the other side

(corresponding to say B) will tend to non–trivial boundary values. In the case

of interior approximation all such ambiguities were resolved by looking under

the conformal map ϕ−1.

• It is worth noting that the important case in point where the boundary

consist of an original Ω with a (Löewner) slit – which might be two sided –

falls into the setting under consideration. In particular, we will have occasion

to consider cases where we have γn → γ in the sup–norm with γn being

discrete explorer paths. In this case to check condition (iII), we observe that

if γn → γ in sup–norm and zn ∈ γn and zn → z, then z ∈ γ and hence

certainly in the complement of the the domain of interest Ω \ I(γ) (i.e., Ω

delete γ together with components “swallowed” by γ). For an illustration see

Figure IV.3. These circumstances may be readily approximated by a hybrid
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Figure IV.3: A case where the limiting domains does not contain a component present in

approximating domains. Due to frequent self–touching, such (limiting) domains are in fact

typical of SLE6.

of sup– and canonical approximations and, as is not hard to see, satisfy the

condition of commensurability.

The main addition is the following lemma which serves the role of condition

(iii) in Definition IV.3.1 to ensure unambiguous retrieval of boundary values

(see Lemma IV.5.3). That is, if w ∈ Ω is close to C in the “homotopical sense”

that any short walk from w which hits ∂Ω must hit the C portion of ∂Ω then

w is close to Cn by the same criterion. A precise statement of this intuitive

notion is, unfortunately, much more involved.

Lemma IV.4.4 (Homotopical Consistency). Consider a domain Ω with marked

boundary prime ends a, b ∈ ∂Ω. Let us focus on boundary C with end points a

and b which we consider to be the bottom of the boundary. (Note that C may

consist of Jordan arcs together with arbitrary parts – if double–sided slits are

involved, such that not both sides belong to C, then the corresponding arc(s)

must be connected all the way up to b and/or a). Let us denote the sup–
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approximation to Ω by Ωn and the portion of the boundary approximating C by

Cn.

Suppose we have a point q which is more than ∆ away from a and b and

δ? away from C with ∆ � δ?, such that ϑ = ϕ−1(q) is close to ϕ−1(C). Then

there exists η > 0 with η � δ? such that if dist(Cn, C) < η (here dist denotes

e.g., the sup–norm distance where appropriate, and otherwise the Hausdorff

distance) then there exists some path P from (some point in) ϕ−1(B∆(a)) to

(some point in) ϕ−1(B∆(b)) (we denote this by ϕ−1(B∆(a))  ϕ−1(B∆(b)))

such that in the sup–approximation Ωn, q is in the bottom component of Ωn \

ϕ(P ∪B∆(a)∪B∆(b)) and further, any walk from q in the bottom component

which hits ∂Ωn must hit Cn.

Proof. For clarity, we divide the proof into four parts.

1. We let η � ∆� 1 and consider, under the uniformization map, the set

B := D \ [ϕ−1(B∆(a)) ∪ ϕ−1(B∆(b))].

Let us now draw a path P ′ : ∂ϕ−1(B∆(a)) ∂ϕ−1(B∆(b)) which defines top

and bottom components in B with ω in the bottom component, and hence

also the bottom component of ϕ(B) \ ϕ(P ′)). Further, P := ϕ(P ′) is some

finite distance δ � η > 0 away from q. (In essence, δ will now play the role of

δ? in the statement of the Lemma.)

2. We now look at the domain

Vn = Ωn \ [B∆(a) ∪B∆(b) ∪P].

We claim that for n sufficiently large, all of the above is well–defined: Indeed,

P is a compact set in Ω and hence for n sufficiently large, is contained in
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Figure IV.4: The domain Vn, etc.

Ωn, by Proposition IV.2.1. Of course, Ωn itself may have many components;

we are focusing on the principal component. Even so, with the above setup,

Vn may also have many components, e.g., near the boundaries of B∆(a) and

B∆(b) (see Figure IV.4).

However, we claim that it has the analogue of a top and bottom component:

Indeed, it is clear that “large” compact sets in B well away form the boundaries

continue to lie in large connected components of Vn. More quantitatively,

while at the scale ∆, ∂Ωn may create various components by entering and

re–entering B∆(a) and B∆(b), since Cn and C are η–close (say in the Hausdorff

distance), if we shrink these neighborhood balls to scale ∆ − 2η, then such

components merge into (the) two principal components, leaving only η–scale

small components in the vicinity of the neighborhood balls.

Finally, we claim that q is in the bottom component of Vn. First, since
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Bδ(q) must all be in the same component of Vn, q cannot be in a small η–

scale component. The argument can be finished by any number of means.

For example we may choose to regard P as two–sided; the component of q is

determined by which side of P it may be connected to. For future reference,

let Q′ ⊂ D denote a simple path (staying well away from ∂B) connecting ϑ to

P ′ and Q the image of Q′ under ϕ. Then, again, by Proposition IV.2.1, for

all n sufficiently large, the entirety of Q is found in Ωn and the appropriate

component – bottom – for q is determined for once and all. The relevant

domains, etc., are illustrated in Figure IV.4.

3. It is clear that q is close to Cn. We further claim that it is not obstructed

from Cn by other portions of ∂Ωn, as may be the worry when a portion of C

is (one side of) a two–sided slit. We need to divide into a few cases. First if

the only portion of C which is close to q is approximated interiorly, then by

an investigation of the situation under the uniformization map, it is clear that

no obstruction is possible. So now we suppose that q is close to some Jordan

arc J := [Jk, Jk+1]. If J is one–sided, then there is no problem, since then

q is not close in anyway to any other portion of the boundary except near

the endpoints, which we may assume, by shrinking relevant scales if necessary,

that q is far away from.

4. We are down to the main issue where J is a two–sided slit, which is

being sup–norm approximated by Jn. Since at least one of the end points

must be a or b, let us assume without loss of generality that Jk = a. We will

need to do some refurbishing, starting with the neighborhood balls around a

(and b, if necessary). Let q be a point on J near a. It is manifestly the
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case that q has two images under ϕ−1 – which are near ϕ−1(a); consider a

crosscut between these two images; the image of this crosscut under ϕ then

defines the relevant neighborhood, which we will denote by e.g., B(a). We

note that i) by construction, B(a) has the property that J enters exactly

once and terminates at a, and ii) being slightly more careful if necessary to

ensure the relevant crosscut is contained in ϕ−1(B∆(a)), we can also ensure

that B(a) ⊂ B∆(a)). Here we will consider η � dist(a, ∂B(a)), so that in

particular, e.g., an ∈ B(a).

Now let us return attention to Ωn. We will now refurbish P so that it

directly joins an to bn and avoids all of ∂Ωn; we will call the resultant path

Pr. We claim that it is possible to draw such a Pr by suitably extending

P, under the above stipulations concerning B(a), B(b), and η. Focusing

attention on B(a), if this were not possible, then it must have been the case

that a portion of Jn or a portion of ∂Ωn\Jn which is approximating the other

side of J , is obstructing. This scenario implies an inner domain inside B(a)

surrounding the tip an with boundary e.g., Jn. Since η � dist(a, ∂B(a)), this

violates sup–norm η closeness. (Here it appears that the sup–norm closeness

property is crucial. For an illustration see Figure IV.5.)

Having achieved all this, it is again clear that the principal component

of Ωn is divided into two disjoint Jordan domains. Indeed by the fact that

the approximation is well–organized, there are two circuits – both using Pr,

passing through an and bn, such that one (which again is the bottom one)

contains Cn and the other contains (the principal component of) Ωn \ Cn, with

no possibility of mixing via crisscrossing. Since Pr is an extension of P, it is
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Figure IV.5: Failure to continue P to Pr inside B(a).

clear from the closing argument of 3) that q is in the bottom component and

hence must be closed to Cn without obstruction from any portion of ∂Ωn \ Cn.

IV.5 Verification of Boundary Values for u, v, w

We are now in a position to verify boundary values for u, v, w using RSW

estimates. Let us begin with a more detailed recapitulation/clarification of

how we take the scaling limit of uε, vε, wε (see [13] and [11]). Consider some

exhaustion Kn ↗ Ω, with Kn compact. The RSW estimates imply equi–

continuity, and hence we have u
(n)
εk → u(n) uniformly on Kn and, at least for

the models in [13] and [11],

F (n) := u(n) + e2πi/3v(n) + e−2πi/3w(n)
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is analytic there with

u(n) + v(n) + w(n) = const.

We may take (ε
(n+1)
k ) ⊂ (ε

(n)
k ) as a subsequence which implies that

u(n+1)
εk

→ u(n+1)

etc., so that F (n+1) is analytic in Kn+1 with values agreeing with the old F (n)

in Kn. The diagonal sequence (u
(n)
εn ) converges uniformly on compact sets to

some u; together with similar statements for v and w, we obtain that the

limiting F is analytic on Ω. In the sequel for simplicity we will drop the (n)

superscripts and e.g., simply denote uε → u.

We begin with a lemma which provides us with the RSW technology which

is necessary for establishing boundary values.

Lemma IV.5.1. Let Ω and ϕ be as described. The pre–image of ∂Ω under ϕ is

divided into a finite number of disjoint (connected) closed arcs the intersection

of any adjacent pair of which is the corresponding (pre–image of the) prime

end. Then for z ∈ ∂Ω \ {a, b, c, . . . }, we identify z with a single ϕ−1(z) and

similarly identify its corresponding boundary component.

(I) There exists an infinite sequence of (“square”) neighborhoods (S`) cen-

tered at z such that S` ∩ Ω 6= ∅ for all ` and S`+1 is strictly contained in S`

with ∂S` containing portions of the boundary component containing z and

(II) In each S` \ S`+1, there is a “yellow” circuit and/or a “blue” circuit

which separates z from all other boundary components with probability that is

uniformly positive as ε → 0 (provided that ε is sufficiently small depending
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on `). By separation it is meant that in the pre–image in D, ζ is separated

from all other boundary components along any path in D whose image under

ϕ tends to z.

Finally, for z ∈ {a, b, c, . . . }, a similar statement holds, except for the fact

that here the relevant circuits separate z from all other boundary points and

boundary components to which z does not belong.

Proof. Let z ∈ ∂Ω and let ζ = ϕ−1(z) denote its corresponding pre–image.

First suppose z /∈ {a, b, c, . . . } so that ζ is some finite distance from the corre-

sponding points on ∂D. Next we consider a sufficiently small crosscut Γ of D

surrounding ζ (a finite distance away from ζ) whose end points on ∂D, denoted

α and β, are such that α and β are in the (interior of the) boundary component

of ζ. We also denote by Q the image of the interior of the region bounded

by Γ and the relevant portion of ∂D; we note that z ∈ ∂Q. Let S0 ⊂ C be

a small square centered at z whose intersection with Ω lies entirely inside Q.

Then by construction, ∂(S0∩Ω) can contain at most boundary pieces from the

boundary component of z. Now the sequence Sn will be constructed similarly,

with the stipulation that the linear scale of S`+1 is reduced by half.

By standard RSW estimates for the percolation problem in all of C, there is

a blue and/or yellow Harris ring inside each annulus S` \S`+1 with probability

uniformly bounded from below for ε sufficiently small (depending on n). Now

consider any path P in D which originates at ζ and ends outside ϕ−1(Q) such

that the image of the path originates at z. Such a path stays in Ω and therefore

must intersect the said circuit.

Identical arguments hold for z ∈ {a, b, c, . . . } except for the fact that the
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original crosscut will now originate and end on two distinct boundary compo-

nents.

It is noted that in the presence of a circuit in S`\S`+1, the above separation

argument also applies to points in ∂(Sm ∩Q) if m ≥ `+ 1.

Lemma IV.5.2 (Establishment of Boundary Values for Interior Approxima-

tions). Let Ω and ϕ be as described. We recall that uBε (z) is the probability

at the ε level that there is a blue crossing from Aε to Bε, separating z from

Cε, and let u denote the limiting function. Then u = 0 on C in the sense

that if zk → z ∈ C in such a way that ϕ−1(zk) = ζk → ζ ∈ ϕ−1(C), then

limk→∞ u(zk) = 0. Similarly, in the vicinity of the point c, u tends to one.

Analogous statements hold for vBε and wBε and for the yellow versions of these

functions.

Proof. Suppose a yellow Harris circuit has occurred in S` \S`+1 and let zk → z

as described. Then, in the language of the proof of Lemma IV.5.1, for k

sufficiently large zk ∈ Q ∩ Sm for some m = m(k) tending to ∞ as k → ∞.

For ε sufficiently small, it follows from (iii) in Definition IV.3.1 that Aε and Bε
are disjoint from (Sm ∩Q∩Ω•ε) and since Ω•ε is an interior approximation, the

relevant portion of the circuit evidently joins with ∂Cε to separate ∂Sm∩Q∩Ω•ε

from c, as for z as discussed near the end of the proof of Lemma IV.5.1. This

separation would preclude the crossing event corresponding to uBε (zk) since

– as is clear if we look on the unit disc via the conformal map ϕ−1 – the

latter necessitates (two) blue connections between the relevant portions of

∂Sm and other boundaries. Now consider k with m(k) very large; then for all
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ε sufficiently small, the probability of at least one yellow circuit is, uniformly

(in ε), close to some p(m) where p(m) → 1 as m → ∞. It therefore follows

that u(zk) ≤ 1− p(m(k))→ 0 as zk → z. Finally, boundary value of c follows

the same argument: Here the blue Harris ring events accomplish the required

connection between Aε and Bε. Arguments for other functions/boundaries are

identical.

Lemma IV.5.3 (Establishment of Boundary Values for Sup–approximations).

Let Ω and ϕ be as described. We recall that uBε (z) is the probability at the ε

level that there is a blue crossing from Aε to Bε, separating z from Cε, and let u

denote the limiting function. Then u = 0 on C in the sense that if zk → z ∈ C

in such a way that ϕ−1(zk) = ζk → ζ ∈ ϕ−1(C), then limε→0 u
B
ε (zk) → 0.

Similarly, in the vicinity of the point c, u tends to one. Analogous statements

hold for vBε and wBε .

Proof. We recall that we have three boundary pieces A,B, C in counterclock-

wise order, where we assume without loss of generality that C is on the bottom.

We also label the relevant marked prime ends a, b, c, in counterclockwise order,

such that e.g., c is opposite to C. Thus if we draw a path P between aε and

bε inside Ωε, and zk ∈ Ωε is inside the region formed by P and Cε then to

prevent events which contribute to uBε , it is sufficient to seal zk off from cε by

a yellow Harris ring together with the bottom boundary Cε. This is precisely

the setting of Lemma IV.4.4 (with w = zk) and so we conclude that for k

sufficiently large, for ε sufficiently small depending on k, in order to prevent

events contributing to uBε , it is indeed sufficient to seal zk off with a yellow
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Harris ring.

We are now in a position to invoke Lemma IV.5.1. The proof follows closely

as in the last part of the proof of Lemma IV.5.2 except for one difference: For

k sufficiently large, zk ∈ Sm for some m = m(k) which increases as k increases;

however, in the case of sup–approximation, it is no longer quite so automatic

that arbitrarily small Harris rings will hit the boundary Cε. However, given

ε, we have that Cε is at most a distance η(ε) from C, and thus, for fixed ε0,

there is some M(ε0) such that m(k)↗M(ε0) as k →∞ (and M(ε0))→∞ as

ε0 → 0). So we still have that uniformly for all ε ≤ ε0, Uε(z) ≤ 1− p(M(ε0)),

where p(M(ε0)) as before denotes the probability of at least one yellow Harris

ring in the annulus S1 \ SM(ε0), and tends to 1 as M(ε0) tends to infinity.

Remark IV.5.4. Our arguments in fact show that the function u is continuous

up to the boundary: Given any sequence zk → z ∈ C, we have that given any

κ > 0, for k sufficiently large, |u(n)
εn (zk)| < κ, uniformly in n, for n sufficiently

large (or ε sufficiently small) and hence u(zk) < κ (c.f., the end of the proof of

Theorem IV.5.5). We have similar statements for v and w on the corresponding

boundaries.

To check that F is indeed the appropriate conformal map and thereby

uniquely determine it and retrieve Cardy’s Formula, we follow the arguments

in [4]. We remark that while there exists certain literature on discrete com-

plex analysis (see e.g., [10] and [7] and references therein) our situation is

less straightforward since e.g., none of the functions uN , vN , wN are actually

discrete harmonic. Moreover, due to the fact that we are considering gen-
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eral domains (versus Jordan domains) and ∂Ω may not be so well–behaved,

to obtain conformality requires some extra work. In any case, we will now

amalgamate all ingredients to prove the following result:

Theorem IV.5.5. For the models described in [11] (which includes the tri-

angular site problem studied in [13]), consider the function F = u+ e2πi/3v +

e−2πi/3w, where u, v, w are the limits of uε, vε, wε. Then F is the unique con-

formal map between Ω and the equilateral triangle T with vertices at 1, e2πi/3,

e−2πi/3.

Proof. We claim that the following seven conditions hold:

1. F is nonconstant and analytic in Ω,

2. u, v, w (and hence F ) can be continued (continuously) to ∂Ω,

3. u+ v + w is a constant,

4. u(c) = 1, with similar statements for v and w at a and b,

5. u ≡ 0 on C with similar statements for v and w on A and B,

6. F ◦ ϕ maps ∂D bijectively onto ∂T,

7. (F ◦ ϕ)(D) ∩ (F ◦ ϕ)(∂D) = ∅;

from which the proposition follows immediately. Indeed, from conditions 7 and

6, F ◦ϕ : D→ T is a conformal map (this follows directly from e.g., Theorem

4.3 in [18]). But clearly, conditions 5, 4, 3 imply that F maps Ω into T, and

further, conditions 2 and 1 imply that F maps Ω onto T (this follows from

e.g., Theorem 4.1 in [18]). Altogether, conformality of F itself now follows: It
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is enough to show that F ′ never vanishes, but this follows from the fact that

0 6= (F ◦ ϕ)′(z) = F ′(ϕ(z))ϕ′(z).

We now turn to the task of verifying conditions 1 – 7. It follows from [13],

[11], and [4] that F is analytic and that u+ v + w is constant. On this basis,

the real part of F is proportional to u plus a constant and it is seen from

Lemma IV.5.2 (or Lemma IV.5.3) that u is not constant, i.e., it is close to 1

near c and close to 0 near C. We have conditions 1 and 3. Conditions 2, 4, 5

follow from Lemma IV.5.2 (or Lemma IV.5.3) and Remark IV.5.4.

To demonstrate condition 7, let us write Re(F ) = (3/2)u − 1/2. Then if

we show that u 6= 0 in Ω, then we have demonstrated that F (Ω) does not

intersect F (C). The latter follows since once z ∈ Ω, we can construct a tube

of bounded conformal modulus connecting A to B going underneath z, and

within this tube, by standard percolation arguments which go back to [2], we

can construct a monochrome path separating z from C. Condition 6 follows in

a similar spirit: E.g., on the A boundary, if z 6= q, but |z−q| � 1, then by the

argument of Lemma IV.5.1, u(z) is close to u(q) (since both can be surrounded

by many annuli in which e.g., a blue circuit occurs). Similar arguments for v

and w and other boundaries directly imply continuity of all functions on all

boundaries of Ω. Moreover, this implies, e.g., u ◦ ϕ−1(A) is continuous on the

relevant portion of the circle starting (at ϕ−1(c)) with the value 1 and ending

(at ϕ−1(b)) with the value 0 and thus achieving all values in [0, 1]. Similarly

statements hold for the other functions on the other boundaries. Condition 6

now follows directly.
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Remark IV.5.6. It is worth noting that while using only arguments involving

RSW bounds, we have determined that 1) the u, v, w’s can be continued to

the boundary and 2) partial boundary values, e.g., u ≡ 0 on C, sufficient de-

termination of boundary values requires additional ingredients. In particular,

we also needed that e.g., v+w ≡ 1 on C; this would follow from u+ v+w ≡ 1

which at present seems only to be derivable from analyticity considerations.

Duality implies e.g., vBε +wYε ≡ 1 on C, but we cannot go any further without

color symmetry as in the site percolation on the triangular lattice case ([13])

or some (asymptotic) color symmetry restoration as was established for the

models in [11].

Recalling that C0(Ω, a, b, c, d) is equal to e.g., u(d) with d ∈ A, we now

have

Theorem IV.5.7. For the models described in [11] with the assumption

M(∂Ω) < 2 (which includes the triangular site problem studied in [13], where

the assumption on ∂Ω is unnecessary) Cardy’s Formula can be established via

an interior or sup–approximation, i.e.,

Cε(Ωε, aε, bε, cε, dε)→ C0(Ω, a, b, c, d)

if (Ωε) is an interior or sup–approximation to Ω.

Proof. For the site percolation model, this follows from [13], [11], [4], and The-

orem IV.5.5. For the model described in [11], the interior analyticity statement

in sufficient generality is verified in [3], §4.4.

Finally, let us single out the cases that will be used in the proof of the

Main Theorem in [3].
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Corollary IV.5.8. Consider the models described in [11] (which includes the

triangular site problem studied in [13]) on a bounded domain Ω with boundary

Minkowski dimension less than two (if necessary) and two marked boundary

points a and c. Suppose we have Xε
[0,t] → X[0,t] in the Dist norm where Xε

[0,t]

is the trace of a discrete Exploration Process starting at a and aiming towards

c, stopped at some time t, then

Cε(Ωε \ Xε
[0,t],Xε

t , bε, cε, dε)→ C0(Ω \ X[0,t],Xt, b, c, d).

Further, it is possible to extract a slightly stronger statement which will be

used in the proof of the Main Theorem in [3]. For the sake of [3] we will state

these results in the Dist norm (c.f., Remark VI.1). For purposes of clarity, we

first state a lemma:

Proposition IV.5.9. Let us denote the type of (slit) domain under con-

sideration by Ωγ and abbreviate, by abuse of notation, e.g., Cε((Ω
γ)ε) :=

Cε(Ωε \ γε([0, t]), γε(t), bε, cε, dε) (but here, γ could stand for other boundary

pieces as detailed in Definition IV.4.2). Then for any sequence γn → γ in the

Dist norm and any sequence (εm) converging to zero,

lim
n,m→∞

Cεm [(Ωγn)εm ] = C0(Ωγ),

regardless of how n and m tend to infinity.

Proof. From Lemma IV.5.3 we have that e.g., if γ
(n)
εm → γn is any sup–approximation,

then Cεm [(Ωγn)εm ]→ C0(Ωγn). The result follows by noting that γ
(n)
εm is also a

sup–approximation to γ as both m,n→∞. We emphasize that the reason for

such robustness of Lemma IV.5.3 is because the proof is completely insensitive
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to how γε converges to γ as ε→ 0. All that is needed is that γε is sufficiently

close to γ and ε is sufficiently small, which is inevitable if ε is tending to zero

and γε is tending to γ.

Corollary IV.5.10. Considered the models described in [11] (which includes

the triangular site problem studied in [13]) on a bounded domain Ω with bound-

ary Minkowski dimension less than two (if necessary) and two marked bound-

ary points a and c. Consider Ca,c,∆, the set of Löewner curves which begin at

a, are aiming towards c but have not yet entered the ∆ neighborhood of c for

some ∆ > 0. Suppose we have γε → γ e.g., in the Dist norm, then

Cε(Ωε \ γε([0, t]), γε(t), bε, cε, dε)→ C0(Ω \ γ([0, t]), γ(t), b, c, d)

pointwise equicontinuously in the sense that

∀κ > 0, ∀γ ∈ Ca,c,Ω, ∃δ(γ) > 0, ∃εγ,

such that

∀γ′ ∈ Bδ(γ)(γ), ∀ε ≤ εγ,

|Cε((Ω \ γ)ε([0, t])), (γ(t))ε, bε, cε, dε)− Cε((Ω \ γ′)ε([0, t])), (γ′(t))ε, bε, cε, dε)|

< κ.

(IV.1)

Here Bδ(γ) denotes the Dist neighborhood of γ.

Proof. This is immediate from Proposition IV.5.9. Negation of the conclusion

in the statement means that there exists a sequence γn → γ and εn → 0 such
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that |Cεn((Ωγn)εn) − Cε((Ωγ)εn)| > κ > 0 for all εn, which clearly contradicts

the fact that both of these objects converge to the limit C0(Ωγ).

Remark IV.5.11. We remark that (V.2) holds even if “ε = 0” and thus im-

plies continuity of Cardy’s Formula in the “Dist norm”. However, we note

that Lemma IV.5.3, being merely a limiting statement, would be highly inad-

equate if one had in mind some uniformity of the convergence or uniformity

of the continuity.
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Chapter V

Convergence to SLE6

Abstract: Following the approach outlined in [26], convergence

to SLE6 of the Exploration Processes for the correlated bond–

triangular type models studied in [11] is established. This puts

the said models in the same universality class as the standard site

percolation model on the triangular lattice [13]. In the context of

these models, the result is proven for all domains with boundary

Minkowski dimension less than two. Moreover, the proof of con-

vergence applies in the context of general critical 2D percolation

models and for general domains, under the stipulation that Cardy’s

Formula can be established for domains in this generality.

Keywords: Universality, conformal invariance, percolation, Cardy’s

Formula.
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V.1 Introduction

In recent years, the scaling behavior of critical 2D percolation systems have

been the subject of attention. While the results proved in this note amount

to a statement concerning the scaling limit of the specific percolation models

defined in [11], the purpose of this work is actually three–fold: 1) Following

the framework described in [26], we provide a general proof that (the law of)

the “interface” of essentially any critical 2D percolation model converges to

SLE6, whenever Cardy’s Formula can be verified. 2) Rigorous extraction of

Cardy’s Formula for general domains – including slit domains, given interior

analyticity of the Cardy–Carleson functions; this includes clarification of the

necessary discretization schemes. 3) Finally, we provide a generalization of

Cardy’s Formula to an extended class of domains for the specific class of models

described in [11], and also establish additional “typical” (critical) percolation

properties which are required, in accord with 1) and 2) above. We accomplish

1) and 3) in the current installment of this work; item 2) will be tended to in

a separate (companion) note [6].

It is already well–known [13] that site percolation on the 2D triangular

lattice satisfies these sorts of properties. While in [9] an elaborate proof of

convergence to SLE6 has been detailed, and while it is possible that the proof

therein applies in more generality than claimed, the present approach is man-

ifestly applicable to a variety of systems and in a variety of domains. As a

result we have, in complete accordance with the ideology espoused since the

1960s, demonstrated a non–trivial example of universality: Via the common

continuum limit, various aspects of the long distance behavior for the models
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defined in [11] are asymptotically identical to those of the critical triangular

site percolation model.

We remark that in principle, our proof applies in the general context of

any critical 2D percolation model. The required conditions are summarized as

follows:

• Russo–Seymour–Welsh (RSW) theory: Uniform estimates for probabil-

ities of crossings (of either type) on all scales plus the ability to stitch

smaller crossings together without substantial degradation of the esti-

mates – FKG–type inequalities.

• A self–replicating definition of an Exploration Process and a class of

admissible domains with the property that this class is preserved under

the operation of deleting the beginning of a typical explorer path in an

admissible domain.

• The validity of Cardy’s Formula for the above–mentioned admissible

domains.

• BK–type inequalities whereby probabilities of separated path type events

can be estimated in terms of the individual probabilities.

• Explicit (“superuniversal”) “bounds” on full–space multiple colored five–

arm events and half–space multiple colored three–arm events: The prob-

ability of observing disjoint crossings of an annulus with aspect ratio a

is, on all scales, bounded above by a constant times a−2.

The rest of this paper is organized as follows: In Section V.2, we assemble

the necessary ingredients into the proof of convergence to SLE6 (providing
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some minor proofs of an analytical nature along the way). These ingredients

amount to a number of technical lemmas, a few of which require a sustained

effort and whose proofs are provided in Section V.3 and, for one of them, a

result imported from [6]. Finally, Section V.4 is devoted to shoring up the

required properties of the models defined in [11] to the appropriate level for

the program in Section V.2.

V.2 Conformal Invariance of the Scaling Limit

V.2.1 2D Percolation: Criticality and Interfaces

(a Brief Discussion)

In this subsection, we shall elucidate, to some extent, the first and second

(bullet) items in the penultimate paragraph of the introduction. For brevity

– and purposes of clarity – we will not attempt to axiomatize the relevant

notions. In general, the percolation process consists of two competing species,

conveniently denoted by “blue” and “yellow”. The condition of criticality

implies that the two species have roughly equal parity; it need not be the case

that the two are exactly equivalent, but neither species is dominant at large

scales. In particular, there is no percolation of either species – with probability

one, all monochrome connected clusters are finite. As it turns out, this is (more

or less) equivalent to the statement that for both species, at all scales, the

probability of crossing “rectangles” of fixed ratio is bounded above and below

uniformly. Moreover, with some notion of positive correlations for crossing

type events of the same color, we may patch together the appropriate crossings
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to conclude that there are scale–invariant bounds on the existence of circuits in

annuli; since Bernoulli percolation is supposed to imply independence beyond

some fixed scale, this also implies similar estimates for circuits in “partial

annuli” and approximate independence in disjoint layered annuli. Typically,

the way such estimates are applied is as follows: There is a large outside scale

and a small inside scale separated by logarithmically many intermediate scales;

the probability of monochrome connections between the inner and outer scale

is therefore a power of the ratio. This is the basis of the so–called Russo–

Seymour–Welsh (RSW) theory which will be used throughout this work. For

the standard percolation models, these concepts are discussed in the books

[10], [8] and [6]; see also Sections 2.2 and 2.3 of [7] and the paper [9]. For the

particular model of interest in this work, such results are not quite automatic,

but anyway have been established in [11], the relevant portions of which will

be cited as necessary.

In a similar spirit, let us now discuss critical interfaces for these models

(although strictly speaking, criticality plays no rôle). The general setup is

as follows: For any finite connected lattice domain, let us fix two “boundary

points” a and c and impose boundary conditions so that the portion of the

boundary going from a to c one way is colored blue and the complementary

portion of the boundary is yellow. The precise lattice–mechanics depend, of

course, on the model at hand (and indeed may involve different procedures on

the yellow and blue sides). In any case, if this procedure has been implemented

successfully, then in any percolation configuration there will be an interface

stretching from a to c, which separates the blue connected component of the
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blue boundary from the yellow component of the yellow boundary. The ex-

plicit construction for our model will be provided in Section V.4.2; well known

examples include the triangular site percolation problem and the bond model

on Z2. In the former case, the interface can be realized as boundary segments

of hexagons and in the latter, interface consists of segments which connect

sites of the so–called medial lattice.

The seminal ingredient is the Domain Markov Property: The full percola-

tion model with the above boundary setup conditioned on an initial portion

of the Exploration Process is identical to the problem in the “slit” domain

with additional (two–colored) boundary formed by the corresponding curve

segment. It seems manifest, at least for planar models, that all 2D percolation

systems have this property. Whereas the preceding may seem rather vague

and discursive, what is actually needed is somewhat less and succinctly for-

mulated: The precise requirement is the content of Equation (V.3), which is

the restriction of these notions to crossing events.

V.2.2 SLE: Definitions and Notations

As the title of this subsection indicates, we will briefly review the relevant

notions of Löwner evolution – mostly for the purpose of fixing notation. Let

Ω be a domain with two boundary prime ends a and c.

Definition V.2.1. Let {Ωt}∞t=0 be a strictly decreasing family of subdomains

of Ω (t ∈ [0,∞)) which is Carathéodory continuous with respect to c, such

that Ω0 = Ω and c ∈ ∩∞t=0Ωt. Then we call {Ωt}∞t=0 a Löwner chain.

Let H denote the upper–half plane of C. We can select some conformal map
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g0 : Ω→ H such that g0(a) = 0 and g0(c) =∞. The family of conformal maps

gt : Ωt → H normalized such that gt(c) =∞ and gt ◦g−1
0 (z) = z+ A(t)

z
+o(1/z)

are continuous in t. We now reparameterize time so that A(t), the capacity at

time t, is equal to 2t.

We call γ a crosscut in Ω from a to c if it is the preimage of a non–self–

crossing curve from 0 to ∞ in H under g0. Note that γ is allowed to touch

itself but not to cross itself. We define Ωt to be the connected component of

Ω \ γ[0,t] containing c. It’s easy to see that Ωt is a Löwner chain if and only if

the following two conditions are satisfied for every t > 0:

(L1) γt ∈ Ωt−ε, ∀ε > 0

and

(L2) ∃δn → 0, ∀ε > 0, γt−δn ∈ Ωt−δn−ε.

If γ satisfies (L1) and (L2), then we say that γ is a Löwner curve. Under these

conditions, we can reparametrize γ so that the maps gt’s satisfy the following

celebrated Löwner equation:

∂tgt(z) =
2

gt(z)− λt
,

where λt = gt(γ(t)) is a continuous real function. On the other hand, the

solution of the Löwner equation for any initial conformal map g0 : Ω→ H and

any continuous real function λ(t) defines a Löwner chain, but not necessarily

a curve (see [19] for a complete discussion). The object λt is called the driving

function of Ωt.

If we take the very special function λt = B(κt), whereB(t) is one-dimension

Brownian motion started at zero, then the corresponding random Löwner chain

is called the Stochastic (or Schramm) Löwner Evolution with parameter κ,

195



SLEκ. We will be particularly interested in the case κ = 6.

V.2.3 Statement of the Main Theorem and Lemmas

We start with a bounded and connected domain Ω ⊂ C. We will sometimes

assume that Ω has “boundary dimension” M(∂Ω) < 2. Here M(S) denotes

the (upper) Minkowski dimension of the set S which, as usual, is defined as

M(S) = lim sup
ϑ→0

logN (ϑ)

log(1/ϑ)
,

where N (ϑ) is the number of boxes of side length ϑ needed to cover the set.

We will tile Ω with the discrete lattice of interest (which may require detail,

c.f. §V.4.2 and, especially, the discussion in [6]) at scale ε > 0 and denote the

resulting object by Ωε. Critical percolation is then performed in Ωε, with ε

tending to zero.

While the principal result of this note has more general applicability, for

simplicity let us state it for the particular model under consideration:

Main Theorem. Let Ω be as described above with M(∂Ω) < 2, let Ωε be

some suitable discretization (see [6] for discussions and results) and consider

the percolation model described in [11] (see §V.4.1). Let a and c denote two

prime ends at the boundary of Ω and let us set the boundary conditions on

Ωε in such a way that the Exploration Process, as defined in §V.4.2, runs

between a and c. Let µε be the probability measure on random curves induced

by the Exploration Process on Ωε, and let us endow the space of curves with

the appropriate weighted sup–norm metric as described in Definition V.3.12.
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Then,

µε =⇒
L

µ0,

where µ0 has the law of chordal SLE6 from a to c.

We remark that while the above statement appears to require a number of

“future specifics”, these are merely technicalities. The central requisites are

captured in the items listed in the penultimate paragraph of the introduction

and will be detailed as the proof of the Main Theorem unfolds. (In particular,

here and throughout, the requirement M(∂Ω) < 2 is for the specific benefit of

the model defined in [11].)

The key ingredient which will be used in the proof of the Main Theorem

is Cardy’s Formula:

Lemma V.2.2 (Cardy’s Formula). Let (Ω, a, b, c, d) be a conformal rectangle

– that is to say, a domain with boundary prime ends a, b, c, d, listed in counter-

clockwise order, and let us assume that M(∂Ω) < 2. Let Cε(Ω, a, b, c, d)

denote the probability that there exists a blue crossing from [a, b] to [c, d]

on the ε-lattice approximation of Ω. Consider the (unique) conformal map

which takes (Ω, a, b, c, d) to (H, 1 − x, 1,∞, 0), where, clearly, 0 < x < 1 and

x = x(Ω, a, b, c, d). Then, for the model described in §V.4.1 (or without the

restriction M(∂Ω) < 2 for the site percolation model)

lim
ε→0

Cε(Ω, a, b, c, d) = F (x) :=

∫ x
0

(s(1− s))−2/3 ds∫ 1

0
(s(1− s))−2/3 ds

. (V.1)

Proof. This, modulo the formula (V.1), is the content of [6], Theorem 4.7.

For the particular model at hand, this was established for a restricted class of
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domains in [11]. The necessary generalization of the work in [11] to domains

with M(∂Ω) < 2 will be proved in §V.4.4 (see Lemma V.4.8).

Using general estimates in §V.3.1, we establish the following important

properties of any weak∗–limiting point µ′. The proofs can be found in §V.3.2

and §V.3.3.

Lemma V.2.3 (Tightness). Let µ′ be any limit point, in the weak∗ Hausdorff

topology on compact sets, of µε. Then µ′ gives full measure to Löwner curves

in Ω from a to c.

Furthermore, we have

Lemma V.2.4 (Admissibility). The limit point µ′ gives full measure to curves

with upper Minkowski dimension less than 2− ψ′ for some ψ′ > 0.

We note that in Lemma V.2.3 (and Lemma V.2.4), a stronger notion of

convergence is available. Indeed, for domains which are regular enough, the

results of [2] provide weak∗ convergence to µ′ in the distance provided by the

sup–norm:

dist(γ1, γ2) = inf
ϕ1,ϕ2

sup
t
|γ1(ϕ1(t))− γ2(ϕ2(t))|,

where the infimum is over all possible parametrizations. For our purposes

– where prime ends are a concern – we will consider a weighted sum of the

distances within various regions between the curves. We will denote the ap-

propriate distance by Dist; see Definition V.3.12. We can easily extend the

result of [2] to the following:

Lemma V.2.5 (Dist Topology). The measure µ′ is a limit point in the weak∗

Dist topology on curves of µε.
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Finally, we will use the following continuity result for crossing probabilities,

whose proof can be found in [6] (stated as Corollary 5.10):

Lemma V.2.6. Consider the models described in [11] (which includes the

triangular site problem studied in [13]) on a bounded domain Ω with boundary

Minkowski dimension less than two (if necessary) and two marked boundary

points a and c. Consider Ca,c,∆, the set of Löewner curves which begin at the

point a and are aiming towards the point c but have not yet entered the ∆

neighborhood of c for some ∆ > 0. Suppose we have γε → γ in the Dist

norm, then

Cε(Ωε \ γε([0, t]), γε(t), bε, cε, dε)→ C0(Ω \ γ([0, t]), γ(t), b, c, d)

pointwise equicontinuously in the sense that

∀σ > 0, ∀γ ∈ Ca,c,Ω, ∃δ(γ) > 0, ∃εγ,

such that

∀γ′ ∈ Bδ(γ)(γ), ∀ε ≤ εγ,

|Cε((Ω \ γ)ε([0, t])), (γ(t))ε, bε, cε, dε)− Cε((Ω \ γ′)ε([0, t])), (γ′(t))ε, bε, cε, dε)|

< σ.

(V.2)

Here Bδ(γ) denotes the Dist neighborhood of γ.
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V.2.4 Proof of the Main Theorem

Let us show how to derive our Main Theorem from the preceding lemmas. We

closely follow the strategic initiative outlined in the expositions of [26] (for a

slightly different and more probabilistic perspective on the subject, also see the

exposition in [14]); moreover, the “expansion at infinity” technique we will use

here first appeared in [20] in the proof of the convergence of the loop–erased

random walk to SLE2.

Let us fix Ω with M(∂Ω) < 2 and two boundary prime ends a and c. We

start with an informal list of the key steps.

I. Extract some limiting measure µ′.

II. Show that any limiting measure is supported on Löewner curves.

III. Establish the discrete domain (crossing) Markov property.

IV. Löewner parameterize all curves under consideration.

V. Obtain the limiting martingale.

VI. Show that κ = 6.

� I. ] Let us note that the collection of measures (µε) defined by the Explo-

ration Processes on ε-lattice is weakly precompact as a set of regular measures

defined on the space of compact subsets of Ω with the Hausdorff metric. Thus

to prove the Main Theorem it is enough to show that any weak limit point µ′,

of µε, has the law of SLE6 from a to c in Ω.
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� II. ] By Lemma V.2.3, µ′ gives full measure to Löwner curves. Let wt

be the random driving function of the curve. To finish the proof, we need to

show that wt has the law of B6t, where Bt is the standard one dimensional

Brownian Motion started at 0.

� III. ] Let us add two boundary prime ends b and d so that (a, b, c, d)

are listed counter-clockwise. Given a discrete Exploration Process, we may

parametrize it in any convenient fashion and denote the resulting curve by Xε
t .

Let us assume, temporarily, that Xε
t does not “explore” the boundary, ∂Ωε.

Now, by convention/definition, the faces on the right side of the Exploration

Process are blue, and the faces on the left side are yellow. In general, a blue

crossing from [a, b] to [c, d] can either touch the blue portion of the exploration

path Xε
[0,t], or avoid it. It is thus a fact that the blue crossing in Ωε of the

described type implies a blue crossing between [Xε
t , b] to [c, d] in Ωε \ Xε

[0,t].

And vice versa: It is clear (at least modulo cases where Xε
[0,t] touches ∂Ωε)

that any blue crossing between [Xε
t , b] to [c, d] in Ωε \ Xε

[0,t] produces a blue

crossing from [a, b] to [c, d] in Ωε.

Under these conditions, we can write the following Markov identity for the

crossing probabilities

Cε
(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)
= Cε

(
Ωε, a, b, c, d | Xε

[0,t]

)
. (V.3)

and further,

Eµε

[
Cε
(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)]
= Cε (Ωε, a, b, c, d) . (V.4)

Now let 0 < s < t, then given some Xε
[0,s], the same reasoning as above applied

to Ωε \ Xε
[0,s] and the conditional measure µε

(
· | Xε

[0,t]

)
gives the martingale
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equation

Eµε

[
Cε
(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)
| Xε

[0,s]

]
= Cε

(
Ωε \ Xε

[0,s],Xε
s, b, c, d

)
. (V.5)

We will later establish a continuum version of this equation (see Equation

(V.9)).

Remark V.2.7. Here, let us focus briefly on circumstances where Xε
[0,t] has

touched ∂Ωε – which turns out to be highly likely – or has even “already

determined” the crossing game in Ωε – which must happen eventually. In

case of the former but not the latter, the above equations require no further

discussion provided we interpret Ωε \ Xε
[0,t] as the connected component of c

in Ωε \ Xε
[0,t] =: CompΩ\Xε

[0,t]
(c). As for the latter, it is not difficult to see

that this occurs precisely when either b or d fail to lie in the boundary of

CompΩε\Xε[0,t](c). As such, the notation Cε

(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)
can no longer

be literally read as “the crossing probability in said domain with these marked

boundary points” since as least one of the relevant points is not actually in the

boundary of the relevant domain. Notwithstanding, we can and will use the

notation Cε

(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)
even when b or d is not in CompΩε\Xε[0,t](c)

with the understanding that in this case the relevant crossing probability is

given by 
1; if Xε

t has hit [c, d] before [b, c]

0; if Xε
t has hit [b, c] before [c, d].

We will continue with this convention in the ε→ 0 case.

It is noted that for ε > 0, we are dealing with a discrete system and

the above holds regardless of the parameterization scheme (provided that no
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overcounting is engendered); however, some care will be needed as we take the

continuum limit. In particular, the above equation with all ε removed does

not really make sense unless all curves X[0,t] are endowed with a “common”

parameterization. The natural choice is the Löewner parameterization, but

this requires some argument since the relevant topology for convergence is in

the sup–norm (or Dist norm).

� IV. ] Now we show that it is possible to re–parameterize by the Löewner

parameterization. What will suffice for us is a statement to the effect that

every “Löwener parameterization neighborhood” in the support of µ′ contains

a Dist–neighborhood. (By the former it is meant that if γ and γ′ are endowed

with the Löwener parameterization, then the distance between them is taken

to be dL(γ, γ′) = supt |γ(t) − γ′(t)|; thus the converse of the above claim is

obvious.) We remark that the statement is essentially deterministic; we put

in the proviso that we are in the support of µ′ just to ensure that the curves

can be Löewner parameterized in the first place.

Hereafter we shall restrict attention to the portion of the curves which have

not yet entered the ∆ neighborhood of c. Our first claim is that (for η � ∆),

in fact, these portions of all curves in the same η–Dist neighborhood are in

fact close in the Löwner parameterization. Indeed,

Lemma V.2.8. Consider curves γ emanating from a which stay outside of

the ∆ neighborhood of c. If Dist(γ1, γ2) < η, then

|CapH(γ1)− CapH(γ2)| < C(Ω,∆)ηα

for some α > 0 and some Ω and ∆ dependent constant C(Ω,∆). Here CapH(·)
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denotes the half plane capacity.

Proof. On H, if two (compact) sets A1 and A2 and σ close (even) in the Haus-

dorff metric, then by for example the Beurling estimates (see e.g., Corollary

3.80 in [19])

|CapH(A1)− CapH(A2)| ≤ C
√
σ · diam(Nσ(A1))3/2, (V.6)

where Nσ(A1) denotes the Hausdorff–σ neighborhood of A1 and C is some

constant (the estimate is equally good if we replace Nσ(A1) by Nσ(A2)). In

our case, we are only assuming σ–closeness in the original domain Ω and

therefore one could a priori be concerned about distortions near the boundary.

However, this can be rectified with the aid of some distortion theorems. Let

us decompose Ω = Nδ(∂Ω) ∪ [Ω \ Nδ(∂Ω)] and similarly given two curves γ1

and γ2, we will write e.g., γ1 = γ̂1 ∪ γ̄1, where γ̂1 = γ1 ∩ [Ω \ Nδ(∂Ω)] and

γ̄1 = γ1 ∩Nδ(∂Ω).

First by the Distortion Theorems (for a more detailed argument along these

lines, see the proof of Lemma VI.2.6) we know that if ϕ : Ω→ H, then

ϕ(Nδ(∂Ω)) ⊂ NC′√δ(∂H)

for some (Ω dependent) constant C ′ and hence bounding the capacity via the

area of the corresponding strip, we have

CapH(γ̄1),CapH(γ̄2) . D
√
δ

whereD is the diameter of the image of the complement of the ∆–neighborhood

of c under ϕ and we use . to denote implied universal/Ω–dependent constants.
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Next we note that by the subadditive property of capacities, it is clear that

|CapH(γ1)− CapH(γ2)| ≤ CapH(γ̄1) + CapH(γ̄2) + |CapH(γ̂1)− CapH(γ̂2)|

so we now estimate |CapH(γ̂1) − CapH(γ̂2)|. But first, by another distortion

estimate (see e.g., Corollary 3.19 in [19]) we have

|ϕ′(z)| . 1/
√
δ

and hence d(ϕ(z1), ϕ(z2)) . η√
δ

if z1, z2 ∈ Ω \ Nδ(∂Ω) with d(z1, z2) < η and

we conclude that

dH(γ̂1, γ̂2) .
η√
δ

where dH denotes the Hausdorff distance, from which it follows by (V.6) that

|CapH(γ̂1)− CapH(γ̂2)| .
√
η

δ1/4
.

Combining the above estimates, we see that with proper choice of δ (which

vanishes with η), the difference in capacities indeed differs by a fractional

power of η.

We may thus safely replace all parameterizations by the Löewner parame-

terization:

Corollary V.2.9. Let γ be a Löewner curve emanating from a and staying

outside of the ∆ neighborhood of c, and let Lσ(γ) denotes the σ Löewner

parameterization neighborhood of γ. Then there exists η = η(σ,∆, γ) > 0 such

that the the Dist neighborhood of size η is contained in Lσ(γ).

Proof. Suppose towards a contradiction that this is not the case. Then there

exists γn → γ in the Dist norm such that dL(γn, γ) > σ. It is clear that we
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may endow each γn – as well as γ – with some (uniform) parameterization

so that supt |γn(t)− γ(t)| = ηn, which tends to zero; further, we can and will

without loss of generality assume that γ is in fact parameterized by capacity

(this does not imply that γn’s are parameterized by capacity; indeed, they are

parameterized by γ’s capacity). But this implies that there is a sequence of

capacities cn, which occur for γn at time sn (in this parameterization) such

that

|γn(sn)− γ(cn)| > σ.

Taking a subsequence if necessary, we may assume that sn → s. Our first

claim is that γn([0, sn]) converges in the Dist norm to γ([0, s]). Indeed,

Dist(γn([0, sn]), γ([0, s]))

≤ Dist(γ([0, sn]), γ([0, s])) + Dist(γ([0, sn]), γn([0, sn])).

The second term is clearly bounded by ηn; as for the first term, it is clearly

bounded by diam(γ([sn ∧ s, sn ∨ s])) which tends to zero since γ is continuous.

We may assume without loss of generality (taking a subsequence if necessary)

that cn → c. By Lemma V.2.8 we then have

c = lim
n→∞

CapH(γn[0, sn]) = CapH(γ[0, s]).

So using the fact that capacity is strictly increasing (which follows from the

definition of Löewner curves) the above display implies that s = c which is a

contradiction since Dist–convergence necessitates that γn(sn)→ γ(s).

� V. ] As a first step towards obtaining a martingale observable in the

continuum, our next goal is to remove all ε’s from (V.4). On the basis of the
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previous step, it is clear that we may now interpret (V.4) in terms of Löewner

parameterization. Further, we set t > 0 to be such that the relevant curves

have not yet entered the ∆ neighborhood of c. First, the right hand side of

(V.3) converges to the continuum counterpart C0(Ω, a, b, c, d) by Lemma V.2.2,

so we focus on the left hand side.

First, recalling that µ′ is a weak∗ limit with respect to the Dist norm,

and that the space of all possible continuous curves is, in fact, separable, it

follows that there are countably many curves γn such that the space, Ca,c,∆, of

Löewner curves which begin at a aiming towards c but having not yet entered

the ∆ neighborhood of c, can be written as

Ca,c,∆ =
∞⋃
n=1

Bδn(γn) ∩ Lσ(γn) :=
∞⋃
n=1

N ∗n .

In the above, δn has been chosen in accord with Lemma V.2.6 (and also, for

the model in [11], described in §V.4.1, Lemma V.2.4 ensures that Cardy’s For-

mula is viable for domains slit by the Explorer Process) so that

Cε

(
Ωε \ Xε

[0,t],Xε
t , b, c, d

)
for any Xε

[0,t] in Bδn(γn) is ϑ close to the correspond-

ing object with argument γn([0, t]) (for ε < ε(γn) sufficiently small), where

ϑ � 1 is small, and σ is also envisioned to be small. Further, modifying the

neighborhoods to be mutually disjoint, we can now reduce to a finite number,

N , of these neighborhoods which carries all but α (with α� 1) of the measure

of µ′. For what follows, we will sometimes abbreviate, e.g.,

Kε(Y
ε
t ) := Cε

(
Ωε \ Yε

[0,t],Yε
t , b, c, d

)
.

In the above display, it is understood that the right hand side is interpreted

in accord with Remark V.2.7 above.
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We first observe that (for ε sufficiently small)∣∣∣∣∣Eµε(Kε(X
ε
t ))−

N∑
n=1

µε(N ∗n)Kε(γn)

∣∣∣∣∣ ≤ α +
N∑
n=1

∑
Xε
t ∈N ∗n

|Kε(X
ε
t )−Kε(γn)| µε(Xε

t )

≤ α + ϑ

and similarly∣∣∣∣∣Eµ′(K0(Xt))−
N∑
n=1

µ′(N ∗n)K0(γn)

∣∣∣∣∣ ≤ α +
N∑
n=1

∫
Xt∈N ∗n

|K0(Xt)−K0(γn)| dµ′(Xt)

≤ α + ϑ

Therefore, it is enough to control the difference of the relevant sums over

neighborhoods:∣∣∣∣∣
N∑
n=1

µε(N ∗n)Kε(γn)−
N∑
n=1

µ′(N ∗n)K0(γn)

∣∣∣∣∣
≤

N∑
n=1

|µε(N ∗n)Kε(γn)− µ′(N ∗n)K0(γn)|

≤
N∑
n=1

|µε(N ∗n)(Kε(γn)−K0(γn))|+ |(µ′(N ∗n)− µε(N ∗n))K0(γn)|

≤ ϑ+ α

Thus, taking N →∞ and ε→ 0, etc., we may now upgrade Eq. (V.3) with

Eµ′
[
C0

(
Ω \ X[0,t],Xt, b, c, d

)]
= C0 (Ω, a, b, c, d) . (V.7)

Remark V.2.10. The demonstration of Equation (V.7) (or some version

thereof) in the continuum represents the key issue in this approach to prov-

ing convergence. In the present work, this has been achieved via a robust

convergence to Cardy’s Formula in general (i.e., slit) domains via the sup–

approximations; see e.g., [6], Corollary 4.10. In any case, the authors strongly

believe that some analytical statement along these lines cannot be avoided.
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Next we recast Equation (V.7) in terms of conditional expectation:

Eµ′(1CΩ
| σ([0, t])) ≡ Eµ′(1CΩ

| X[0,t]) = K0(X[0,t]), (V.8)

where σ([0, t]) denotes the σ–algebra generated by µ′ supported curves up to

time t and 1CΩ
(·) is the indicator function of the crossing event. (The latter

can be realized as

1CΩ
(γ) =


1 if γ hits [c, d] before [b, c]

0 if γ hits [b, c] before [c, d]

and hence is a µ′ measurable function.) Note that e.g., 1CΩ
≡ 1 if X[0,t] has

already hit the [c, d] boundary of Ω and, in this vein, Equation (V.8) is of

course interpreted in accord with Remark V.2.7 above. We see that Equation

(V.8) follows immediately: For B ∈ σ([0, t]]),∫
B
[Eµ′(1CΩ

| σ([0, t]))](γ) dµ′(γ) =

∫
B

1CΩ
(γ) dµ′(γ)

= µ′(CΩ ∩ B)

=

∫
B
K0(X[0,t]) dµ

′.

Here the first two equalities are definitions and the third equality can be es-

tablished by a straightforward modification of the argument used to establish

Equation (V.7) – which corresponds to the case where B is the full sample

space.

From Equation (V.8) and the defining properties of conditional expecta-

tion, we can deduce that 1) the random variable K0(X[0,t]) is σ([0, t]) mea-

surable and 2) K0(X[0,t]) is a continuous time martingale, i.e., if 0 < s < t,

then

Eµ′
[
C0

(
Ω \ X[0,t],Xt, b, c, d

)
| X[0,s]

]
= C0

(
Ω \ X[0,s],Xs, b, c, d

)
. (V.9)
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In particular, Equation (V.9) is simply Equations (V.7) and (V.8) with Ω

replaced by Ω \ X[0,s] – along with the interpretation of the latter in terms of

conditional expectations – and µ′ averaging over X[s,t]. More specifically, since

σ([0, s]) ⊂ σ([0, t]), if B ∈ σ([0, s]), then∫
B

Eµ′(1CΩ
| σ([0, s]) dµ′ =

∫
B

1CΩ
dµ′

=

∫
B

Eµ′(1CΩ
| σ([0, t])) dµ′

=

∫
B

Eµ′ [Eµ′ (1CΩ
| σ([0, t]) | σ([0, s]))] dµ′,

which is the content of (V.9).

� VI. ] We will now finish the proof and show that κ = 6. Notice that the

map

ht(z) =
gt(z)− gt(d)

gt(b)− gt(d)
,

where gt(z) is the Löwner map, maps the rectangle (Ω \ X[0,t],Xt, b, c, d) con-

formally onto (
H,

λt − gt(d)

gt(b)− gt(d)
, 1,∞, 0

)
.

By Cardy’s identity (Lemma V.2.2),

C0(Ω \ X[0,t],Xt, b, c, d) = F

(
gt(b)− λt
gt(b)− gt(d)

)
, (V.10)

where we recall that the relevant domain is really the connected component

of c in Ω \ X[0,t] and it is tacitly assumed that b and d are both (still) in the

boundary of this component.
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Using Eq. (V.10), we can rewrite Eq. (V.9), accounting for such errors, via

|F
(

gs(b)− λs
gs(b)− gs(d)

)
1{b,d∈∂(Ω\X[0,s])}

− Eµ′

(
F

(
gt(b)− λt
gt(b)− gt(d)

| X[0,s]

)
∩ {b, d ∈ ∂(Ω \ X[0,t])}

)
|

≤ P
(
b 6∈ ∂(Ω \ X[0,t]) or d 6∈ ∂(Ω \ X[0,t])

)
. (V.11)

Let us now consider |gt(b)| and |gt(d)| both large compared with λt and t,

which may be enabled by considering t fixed and b, d→ c. In particular, let us

define b0 = g0(b) and d0 = g0(d); the object b0 will be our large parameter and

since b0 > 0 while d0 < 0, we may as well defined d0 via d0 = −rb0 with r > 0

of order unity. It turns out that r = 1 is slightly peculiar (which is anyway

easily understood) and we will assume that this is not the case.

Let us observe right now that (for fixed t) the right hand side of Equation

(V.11) tends to zero as we take b0 to infinity: Since the capacity of the curve

at time t is, by definition, 2t, it is clear that the image of the curve must stay

within a distance ≈
√
t of the real axis. The asymptotic expansion for gt(g

−1
0 )

directly implies that for for t � b0, e.g., bt ≈ b0 and hence, the image of the

Exploration Process up to time t under the map g0 will be forced to cross a

box of large aspect ratio, which by (conformal invariance of) Cardy’s Formula,

tends to zero exponentially like e−O(b0/
√
t). Hence it is sufficient to complete

the proof under the assumption that b, d ∈ ∂Ωt.

We now carry out the promised asymptotic expansion in 1/b0. Recall that

by the Löwner parameterization in the half plane, gt(g
−1
0 (z)) = z + 2t/z +
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O(1/z2) for z →∞. Thus,

gt(b) = b0 +
2t

b0

+ . . . .

Therefore (assuming b and d are in ∂Ω\X[0,s]) we may write, for the first term

on the left hand side of Eq. (V.11)

F

(
gt(b)− λt
gt(b)− gt(d)

)
= A(r) +B(r)

[
λt
b0

]
+ C(r)

[
λ2
t − 6t

b2
0

]
+ O(b−3

0 ). (V.12)

We will need to take expectation of all terms; provided that each term in the

expansion is well–defined, we may examine coefficients of various powers of

b0 and draw conclusions. The necessary moment estimates appear in Lemma

V.2.11 below.

First let us take expectations and note that Equation (V.7) implies that

the average over X[0,t] and hence λ[0,t] must provide the same result as in the

original setup (corresponding to t = 0). This implies, from the first two terms,

that

E(λt) = λ0 = 0 (V.13)

and

E(λ2
t − 6t) = 0. (V.14)

Finally, we reiterate that the entirety of X[0,t] is determined by λ[0,t] (the his-

tory of the driving function up to time t). Now, conditioning on X[0,s] – which

is equivalent to conditioning on λ[0,s] – Equation (V.9) gives us that the con-

ditional expectation of Equation (V.12) must (term by term) give us what we

would have gotten with s replacing t, namely,

E(λt | λs) = λs, E(λ2
t − 6t | λs) = λ2

s − 6s.
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Therefore both λt and λ2
t − 6t are continuous martingales, which, by Lévy’s

characterization of Brownian Motion, implies that λt has the law of B6t. Mod-

ulo the moment estimates for λt, this completes the proof of the Main Theo-

rem.

Finally, as promised, we will now prove an a priori estimate on λt.

Lemma V.2.11 (A priori Estimate).

P[λt > n] ≤ C1 exp

(
−C2

n√
t

)
,

for some absolute constants C1 and C2.

To prove Lemma V.2.11 let us first observe that:

Lemma V.2.12. Let γ(t) be the chordal SLE generated by λt. Then

• Im(γ(t)) ≤ 2
√
t.

• sups≤t |γ(s)| ≥ |λt|
4

.

Proof. We remark that the first statement (perhaps with a different constant)

can be attained by capacity estimates, but in any case, let us observe that

∂t(Im(gt)) = −2Im(gt)/|gt − λt|2 ≥ −2/Im(gt),

so ∂t(Im(gt))
2/4 ≥ −1. Integrating, we get (Im(gt))

2 ≥ (Im(z))2 − 4t. The

conclusion is now clear if we plug in z = γ(t) in the previous expression and

note that gt(γ(t)) ∈ R.

For the second part, let us denote Rt = sups≤t |γ(s)|. From e.g., Corollary

3.44 of [19], we have that |gt(z)− z| ≤ 3Rt, for all z ∈ H \ γ([0, t]). The result

follows by considering z = γ(t) (or an approximating sequence).
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Now we are in a position to prove Lemma V.2.11.

Proof of Lemma V.2.11. On the basis of the above lemma, |λt| > n implies

that in the half plane a rectangle of aspect ratio of the order n/
√
t has been

crossed by g0(γ[0,t]). But this means that γ[0,t] itself crossed a conformal rect-

angle with conformal modulus n/
√
t. Invoking Lemma V.2.2, the probability

of such an event is bounded by C1e
−C2

n√
t for some C1, C2 > 0.

V.3 Properties of Typical Explorer Paths

We will now provide proofs for the properties of a typical explorer path. Recall

that µε is a measure generated by the percolation Exploration Process on the

ε–lattice scale in a domain Ω with two distinguished boundary prime ends a

and c and µ′ is any limit point of µε in the weak∗–Hausdorff topology.

V.3.1 Estimates for Explorer Paths

Here in this subsection, we collect some estimates for the explorer paths de-

duced from the underlying percolation systems. These estimates represent –

at the ε level – exactly the behavior that ensures that the limiting objects in

the support of µ′ are precisely Löwner curves. We start with

Definition V.3.1. Let Ω be a domain. Let δ � η > 0 and let γ : [0, 1] → Ω

be a parametrized curve. We say that γ has a δ–η doubleback if there exists

disjoint subsegments I1 and I2 of [0, 1], with diam(γ(I1)) ≥ δ, diam(γ(I2)) ≥ δ,

and such that the segments γ(I1) and γ(I2) are η–close in the sup–norm.
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Lemma V.3.2 (No Doubleback). Let Ω be a domain and let γ ∈ supp(µ′).

Let δ, η > 0 satisfy η < c1δ, with a particular c1 of order unity. Then for

all δ sufficiently small, there are additional constants c2 and c3 of order unity

such that for all ε sufficiently small, the µε–probability of a δ–η doubleback is

bounded above by

c2

δ2
· e−c3δ/η,

with the same result inherited by µ′.

Proof. It is sufficient to verify the statement in the measures µε for ε suffi-

ciently small. Thus let δ � 1 and η small as desired and then ε much smaller

than the scale set by η. Thus we are back to percolation estimates which reduce

to crossing estimates for large boxes. Proofs of similar results have appeared

in the literature (many times) before so we shall be succinct. In summary,

the probability of a percolation path crossing a fixed box with aspect ratio of

order δ : η is of order e−[const.]δ/η. The event in question implies such a crossing

(somewhere) and the factor of δ−2 accounts for all possible locations. We now

proceed.

For k large but of order unity, let us grid the domain Ω into pixels of scale

k−1δ. It’s not difficult to see that the event in question necessitates an easy–

way η–close double–crossing of some rectangle of this scale with aspect ratio

of order unity. Let us now consider a particular such δ : kδ rectangle, denoted

by Rδ and let us consider the event of at least two disjoint blue crossings of

Rδ that are within distance η of each other. If g0 is such a (single) crossing,
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let

N(g0) = {∃ a blue crossing of Rδ

in the region above g0 that is within distance η of g0}.

Our first claim is that, uniformly in ε, for all ε sufficiently small, P(N(g0)) ≤

e−c3
δ
η , for all η, δ. To see this, let us cover g0 with disjoint annuli of scale 3η : η,

with the center of each annulus centered on a point of g0. Clearly, there are

at least of the order δ/η such annuli. If in the region above g0, in any one of

these annuli there is a yellow circuit, then N(g0) cannot possibly occur. For

future reference, we note that in fact these preventative steps take place in

the intersection of the relevant annuli with Rδ. Since the probability of such

a yellow circuit is uniformly positive, we have so far indeed shown that

P(N(g0)) ≤ e−c3
δ
η .

Letting G0 denoting the event that g0 is the lowest crossing, one obtains the

same estimate as the above for P(N(g0) | G0). The estimates will hold if we

now let Gk denote the event that the curve gk is the kth to lowest crossing, e.g.,

out of a total of ` ≥ k disjoint crossings. Thus, by subadditivity, conditioned

on the existence of say ` disjoint crossings, the ultimate double–crossing event

of interest has probability bounded above by `e−d3
δ
η . However, if r` denotes

the probability of ` disjoint crossings in Rδ, then by a BK–type inequality

(which for the model at hand is provided in Lemma V.4.7) it is clear that∑
` `r` < ∞. Hence the probability of two disjoint blue crossings (or two

disjoint yellow crossings) in Rδ is bounded above by

c2e
−c3 δη . (V.15)
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To finish we note that there are only of order δ−2 such rectangles in Ω and

hence summing over them, we have finished proving the lemma.

In the above and in what is to follow, results are shown to hold “uniformly

in ε for ε sufficiently small” – which, ultimately, always follows from scale

invariance of the RSW estimates. Hereafter we shall be somewhat less explicit

concerning this matter.

Lemma V.3.3 (Multi–Arm Estimates). Let D(η, l) denote the circular annu-

lus with inner radius η and outer radius l. Consider the events of a (i) 5–arm

crossing of D(η, l) and (ii) 6–arm crossing of D(η, l). Then the 5–arm event

has probability bounded above by (η/l)2 while the 6–arm event has probability

bounded above by (η/l)2+σ for some σ > 0.

Proof. Let us rescale back so that the lattice spacing is of order unity and

the diameter of Ωε is of order N . Then the five arm event in D(η, l) is the

event of five crossings between circles of radius ηN and lN . Approximating

by appropriate “square” annular regions, the arguments of [11] may be used

in generic circumstances (of course some degree of reflection symmetry for the

underlying lattice has to be employed and in addition it has been checked that

the fencing/corridor arguments in [11] apply) and so the probability of the

five arm event in D(η, l) is bounded above by a constant times (η/l)2. For

the particular percolation model at hand, such issues were dispensed with in

the proof of Lemma 7.3 in [11]. To bound the 6–arm event (also the subject

of Lemma 7.3 in [11] but not handled with ease) we note that if we let A

denote the event of one crossing in the annular region, then the probability of
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A is bounded by
(
η
l

)σ
, for some σ > 0, by standard Russo–Seymour–Welsh

arguments. Then letting B be the event of 5 crossings in the annular region

and applying a BK–type inequality to A ◦ B (which for the model at hand is

given as Lemma V.4.7) we obtain the desired result.

Definition V.3.4. Let ∆2 > ∆1 (with ∆2 � ∆1 envisioned) and let γ :

[0, 1] → Ω be a curve. We say that γ has a ∆2–∆1 triple visit if there are

times ta < t1 < tb < t2 < tc < t3 < td such that γ(t1), γ(t2) and γ(t3) all lie

within a single ∆1–neighborhood while γ(ta), . . . , γ(td) each lie a distance at

least ∆2 from some point in this neighborhood. For an illustration see Figure

VI.1(a).

A direct consequence of Lemma VI.2.1 is the absence of triple visits of the

type described in the above definition as the ratio ∆1/∆2 tends to zero:

Lemma V.3.5. Let Ω be a domain and let ∆2 � ∆1 > 0. The µ′–probability

of a ∆2–∆1 triple visit tends to zero as ∆1/∆2 → 0.

Proof. A quick sketch of a triple visit scenario in D(η, l) yields immediately

6 long disjoint passages of γ(t) across the annulus. Note this can occur in

two topologically distinct fashions. For γ(t) a two–sided Exploration Process,

näıve counting would yield as many as twelve long arms, but adjacent sides of

“disjoint” long arms can lead to sharing of (boundary) elements of the process;

in the worst possible case, entire adjacent arms can “collapse”. However, in

either topology, even taking into account all these sharings and collapses, we

are still left with six genuinely disjoint long arms.

We have established, in the continuum or lattice approximation, that the
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Figure V.1: Atypical behavior of µε curves.
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six arm event in an annulus D(η, l) has probability bounded above by
(
η
l

)2+σ
.

We may divide Ω (or Ωε) into an overlapping grid of scale η. The proba-

bility that such an event happens anywhere is therefore bounded above by

(η/l)2+σ
(

1
η2

)
= 1

l2

(
η
l

)σ
, so ultimately, the probability of an actual triple visit

is zero and the probability of a ∆2–∆1 triple visit indeed tends to zero as

∆1

∆2
→ 0.

Remark V.3.6. We make the following observation for intrinsic interest and

for possible future reference: Observe that in one of the topological alterna-

tives, after the second visit to the inner circle, the Exploration Process can

immediately delve into the sack created between this visit and the first. As

an Exploration Process, γ(t) is now forced to perform its third visit and es-

cape D(η, l) altogether. The observation of interest is that these forced future

visitation events provide, at least on the level of arm estimates, no additional

decay after the (deep) visit into the cul–de–sac. Indeed, six arms are already

present at this juncture (all potential additional arms may undergo collapse).

Definition V.3.7. Let Ω be a domain. Let ∆2 > ∆1 (with ∆2 � ∆1 envi-

sioned) and let γ : [0, 1] → Ω be a curve. We say that γ has a ∆2–∆1 double

visit to the boundary by the obvious modification of Definition VI.2.2 (using

only ta, t1, tb, t2, tc along with the stipulation that at least one of the points

γ(t1) or γ(t2) is within distance ∆1 of ∂Ω). For an illustration see Figure

VI.1(b).

Lemma V.3.8 (No Double Visits Near the Boundary). For any ∆2 > 0, the

probability of a ∆2–∆1 double visit to (anywhere on) the boundary tends to

zero as ∆1 → 0.
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Proof. First we observe that if the Exploration Process has a ∆2–∆1 double

visit to the boundary, then this implies at least a 3–arm event on the scale

of ∆2 : ∆1 near the boundary. This three–arm event can be viewed as the

difference of crossing probabilities of certain conformal rectangles, all of which

are contained in Ω; the limiting probabilities of these events are therefore con-

formally invariant and, furthermore, can be viewed under a single conformal

map.

The problem on the unit disc follows from well–known estimates: If ND,p

denotes the p neighborhood of the boundary in D then, as ε → 0, the proba-

bility of a three–arm event between ND,p1 and N c
D,p2

is of the order (p1/p2)2.

For percolation domains with smooth boundaries, this follows from the a pri-

ori 1/N2 power law estimates described in [1] and [12]. (The idea of proof is

straightforward. In brief: Consider the easy way crossing of an N by 2kN box.

This probability is markedly larger than the similar probability in an N by

kN box with both probabilities of order unity. The difference between these

two probabilities can be written as a telescoping sum, with each increment

corresponding to a single site distortion, the vast majority of which leading

to a three arm event in the half space – the contributions from sites near the

boundary are negligible. This implies on the order of N2 three arm events,

each of which can be shown to happen with comparable probability by the re-

arrangement arguments of Kesten [11]. Since the sum of all these probabilities

is of order unity, the result follows).

Let us then consider the uniformization map ϕ : D → Ω. We denote by

p2 = p2(∆2,Ω) the distance between [ϕ−1(NΩ,∆2)]c and ∂D. Obviously p2 is
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independent of ∆1, therefore it is sufficient that the image ofNΩ,∆1 is contained

in a neighborhood of ∂D whose girth vanishes as ∆1 → 0. In particular and

more than adequate it can be shown that f(NΩ,∆1) ⊂ ND,C(Ω)
√

∆1
: Indeed, by

the Bieberbach Distortion theorem, |ϕ′(z)| ≥ |ϕ′(0)|(1− |z|)/4. By the Koebe

1/4-theorem, dist(ϕ(z), ∂Ω) ≥ 1/4(1− |z|)|ϕ′(z)| ≥ 1/16|ϕ′(0)|(1− |z|)2. This

implies the required estimate with C(Ω) = 4/
√
|ϕ′(0)|.

Remark V.3.9. The above estimates apply equally to the situation when the

tip of the Exploration Process has “just” performed a double visit; i.e., the time

tc in Definition VI.2.6 is in fact superfluous. This situation is analogous to the

forced future triple visitations discussed in Remark VI.2.4. As in these cases,

the ostensible extra arms that the continuation of the journey might generate

are susceptible to collapse and cannot be counted, while the estimates are

already sufficient without these arms.

V.3.2 Limit is Supported on Löewner Curves

Here we provide a proof of Lemma V.2.3, i.e., any limit point of the µε’s is

supported on Löewner curves. Our proof will utilize three additional lemmas,

but first we must discuss crosscuts.

As alluded to several times before, we envision Ω as the conformal image

of the upper half plane via some map φ : H→ Ω. The prime end a is defined

in the usual fashion as the set of all limit points of sequences φ(zn), zn → za,

where za ∈ R is fixed. Alternatively, consider

Ak = φ({|z − za| ≤ 1/k, Imz > 0}),
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then the prime end a can be defined as ∩kAk. We define similar quantities

for c and call them Ck. Finally let us also define γkε to be the curve formed

by γε from the last exit from Ak to the first entrance into Ck after this last

exit from Ak (here γε denotes a generic µε curve). We remark that for finite

k, with non–zero probability, γε will form multiple crossings of the region

Ωk ≡ Ω \ (Ak ∪ Ck), but this probability tends to zero as k → ∞, as can be

seen by applying Cardy’s Formula (or by using Russo–Seymour–Welsh type

arguments, c.f. the proof of Lemma V.2.4).

Lemma V.3.10. Consider the domain Ωk and let µ′k be a limit point of the

measures on the curves γkε . Then the µ′k’s are supported on Hölder continuous

curves. Moreover, the weak convergence to µ′k can be taken with respect to the

topology defined by the sup–norm distance between curves.

Proof. These claims follow from the result of [2]. We claim that on Ωk, the

curves {γkε } satisfy hypothesis H1 of [2], namely: The probability of multiple

crossings of circular shells (intersected with Ωk) goes to zero as the multiplicity

gets large. This is clear if we consider circular shells with the outer radius

sufficiently small, dependent on k. Indeed, for R less than some Rk, there is

no possibility of both blue and yellow boundary inside Ωk intersected with the

corresponding circular shell. Thus we must only rule out many crossings of γkε

of the circular shell either in the presence of no boundary or in the presence of

a monochrome boundary – with the rate of decay which increases to infinity

with the number of traversals. These estimates follow from straightforward

repeated applications of the BK type inequality, which, for the model at hand,

is proved in Lemma V.4.7.
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For the next lemma, we need another definition. We say that we have a

jump of magnitude (at least) ` if

γk+`
ε ∩ (Ωε \ (Ak ∪ Ck)) 6= γε ∩ (Ωε \ (Ak ∪ Ck)).

For an illustration see Figure V.2.

The Absence of Percolation in High Density Systems

L. Chayes1 J.L. Lebowitz2,3 and V. Marinov3

June 9, 2007

1Department of Mathematics, UCLA, Los Angeles, CA
2Department of Mathematics, Rutgers University, New Brunswick, NJ

3Department of Physics, Rutgers University, New Brunswick, NJ

Abstract: We.

1 Introduction

Consider
ϕ

“time t + 1
2”

time t + 1
Ωε

2 Now This

2.1 Definitions

2.2 Statements and Proofs

Our first theorem, the key parts of which are actually contained in [?] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

The Absence of Percolation in High Density Systems

L. Chayes1 J.L. Lebowitz2,3 and V. Marinov3

June 9, 2007

1Department of Mathematics, UCLA, Los Angeles, CA
2Department of Mathematics, Rutgers University, New Brunswick, NJ

3Department of Physics, Rutgers University, New Brunswick, NJ

Abstract: We.

1 Introduction

Consider
ϕ

zb

za

Ωε

2 Now This

2.1 Definitions

2.2 Statements and Proofs

Our first theorem, the key parts of which are actually contained in [18] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

The Absence of Percolation in High Density Systems

L. Chayes1 J.L. Lebowitz2,3 and V. Marinov3

June 9, 2007

1Department of Mathematics, UCLA, Los Angeles, CA
2Department of Mathematics, Rutgers University, New Brunswick, NJ

3Department of Physics, Rutgers University, New Brunswick, NJ

Abstract: We.

1 Introduction

Consider
ϕ

zb

a

Ωε

2 Now This

2.1 Definitions

2.2 Statements and Proofs

Our first theorem, the key parts of which are actually contained in [18] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

The Absence of Percolation in High Density Systems

L. Chayes1 J.L. Lebowitz2,3 and V. Marinov3

June 9, 2007

1Department of Mathematics, UCLA, Los Angeles, CA
2Department of Mathematics, Rutgers University, New Brunswick, NJ

3Department of Physics, Rutgers University, New Brunswick, NJ

Abstract: We.

1 Introduction

Consider
ϕ

k + l

k

Ωε

2 Now This

2.1 Definitions

2.2 Statements and Proofs

Our first theorem, the key parts of which are actually contained in [18] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

The Absence of Percolation in High Density Systems

L. Chayes1 J.L. Lebowitz2,3 and V. Marinov3

June 9, 2007

1Department of Mathematics, UCLA, Los Angeles, CA
2Department of Mathematics, Rutgers University, New Brunswick, NJ

3Department of Physics, Rutgers University, New Brunswick, NJ

Abstract: We.

1 Introduction

Consider
ϕ

k + l

k

Ωε

2 Now This

2.1 Definitions

2.2 Statements and Proofs

Our first theorem, the key parts of which are actually contained in [18] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

the set of all limit points of sequences φ(zn), zn → za, where za ∈ R is fixed. Alternatively,
define

Ak = φ({|z − za| ≤ 1/k, Imz > 0}),

then the prime end a can be defined as ∩kAk. We also define

αk = φ({|z − za| = 1/k, Imz > 0})

as the kth crosscut of a. We define similar quantities for b and call them Bk and βk,
respectively. Finally let us also define γk,ε to be the curve formed by γε from the last exit
from Ak to the first entrance into Bk after this last exit from Ak. We remark that for finite k,
with non–zero probability, γε will form multiple crossings of the region Ωk ≡ Ω \ (Ak ∪Bk),
but this probability tends to zero as k → ∞, as can be seen by applying Cardy’s formula
(or by using Russo–Seymour–Welsh type arguments, c.f. the proof of Lemma 2.11).

c
Lemma 3.6. Consider the domain Ωk and let µ�

k be a limit point of the measures on the
curves γk,ε. Then the µ�

k’s are supported on Hölder continuous curves. Moreover, the weak
convergence to µ�

k can be taken with respect to the topology defined by the sup–norm distance
between curves.

Proof. These claims follow from the result of [2]. We claim that on Ωk, the curves {γk,ε}
satisfy hypothesis H1 of [2] namely: The probability of multiple crossings of circular shells
(intersected with Ωk) goes to zero as the multiplicity gets large. This is clear if we consider
circular shells with the outer radius sufficiently small, dependent on k. Indeed, for R less
than some Rk, there is no possibility of both blue and yellow boundary inside Ωk intersected
with the corresponding circular shell. Thus we must only rule out many crossings of γk,ε of
the circular shell either in the presence of no boundary or in the presence of a monochrome
boundary – with the rate of decay which increases to infinity with the number of traversals.
These estimates follow from straightforward repeated applications of Lemma 4.7.

For the next lemma, we need another definition. We say that we have a jump of
magnitude (at least) � if

γk+�,ε ∩ (Ωε \ (Ak ∪ Bk)) �= γε ∩ (Ωε \ (Ak ∪ Bk)).

For an illustration see Figure 1.

Lemma 3.7. For every k the magnitude of the jump stays bounded as ε → 0 with probability
one.

Proof. The modulus of the conformal rectangle (Ak \ Ak+�, αk, αk+�) tends to infinity as
� → ∞. We observe that in the event of a jump there must be a crossing of this conformal
rectangle. As ε → 0, we may utilize Cardy’s formula to show that the probability of such
a crossing is bounded by some constant δk,� which tends to zero as � → ∞, i.e., as ε → 0,
the probability of jumps of unbounded magnitude is zero. Analogous arguments hold for
the Bk’s.
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Figure V.2: A jump of magnitude l occurring in the vicinity of the prime end c.

Lemma V.3.11. For every k, as ε → 0, the magnitude of the jumps stay

bounded with probability one.

Proof. The modulus of the conformal rectangle (Ak \ Ak+`)
◦ tends to infinity

as ` → ∞ (with ` � k envisioned). We observe that in the event of a jump

there must be a crossing of this conformal rectangle. As ε→ 0, we may utilize

Cardy’s formula to show that the probability of such a crossing is bounded by

some constant δk,` which tends to zero as `→∞, i.e., as ε→ 0, the probability

of jumps of unbounded magnitude is zero. Analogous arguments hold for the

Ck’s.

We are now ready to prove that µ′ is supported on Löewner curves.
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Proof of Lemma V.2.3. We first establish that any limiting measure µ′ is sup-

ported on curves from a to c. By Lemma V.3.11, a µ′ generic set intersected

with Ω \ (Ak ∪Ck) is the same as µ′k+` generic curves (these objects are curves

by Lemma V.3.10) intersected with Ω \ (Ak ∪ Ck) for some `. The family of

domains Ω \ (Ak ∪ Ck) is monotone and exhaustive, and hence µ′ is concen-

trated on curves. By Lemma V.3.11 again, these curves are crosscuts from a

to c.

To show that these are Löwner crosscuts it is enough to show that they

almost surely satisfy conditions (L1) and (L2). Consider a parametrization of

γ with non–vanishing speed. It is not difficult to see that a violation of (L1)

implies that there exists some point z0 which is visited at least three times

if z0 is in the bulk or twice if z0 is on the boundary. We remind the reader

that this is in the continuum; at the lattice level, our collisions could represent

approaches which are microscopically large but macroscopically small e.g., a

sublinear power of N .

Such an encounter in the interior leads to a triple visit and thus has van-

ishing probability, by Corollary VI.2.3. If z0 is η(ε)–close to the boundary,

η → 0, violation of (L1) implies a double visit below/at z0. As ε→ 0, this has

vanishingly small probability, by Lemma VI.2.6. Finally, a violation of (L2) is

equivalent to the existence of some severe doubling back (e.g. at scales δ(ε),

η(ε), with η/δ → 0), as defined in Definition VI.2.8 and therefore is forbidden

by Lemma VI.2.9.

We are now prepared to define the Dist function alluded to in the previous

section.
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Definition V.3.12. Let λ` > 0 be fixed numbers that satisfy
∑

` λ` = 1, e.g.,

λ` = 2−`. If γr and γg are two curves in Ω from a to c, we denote, as before, γ`r

(or γ`,εr ) the appropriate portion of the curve in Ω`, etc. Let d`(γr, γg) denote

the usual sup norm distances between γ`r and γ`g. Then we define

Dist(γr, γg) =
∑
`

λ`d`(γr, γg).

As a corollary, we have weak∗ convergence of µε to µ′ with respect to the

topology provided by the Dist norm:

Proof of Lemma V.2.5. For any finite k, we have by the result of [2] that µ′k

is the weak∗ sup–norm limit of the objects µk,ε, which are measures on the

curves {γkε }. It only remains to be seen that once two curves in Ωk are close

for k large, then they remain close uniformly in k, but this is a property which

follows directly from the definition of Dist.

V.3.3 Preservation of M(∂Ω) < 2

Here we show that if we start with some domain Ω with boundary Minkowski

dimension less than two, then the Exploration Process also yields a curve with

Minkowski dimension less than two.

Proof of Lemma V.2.4. Let z ∈ Int(Ω) and gδ(z) the box of radius δ surround-

ing z and D(z) denote the distance between z and ∂Ω. We claim that there

is some ψ > 0 such that for all ε sufficiently small,

Pε(Xε
t ∈ gδ(z)) < C2

(
δ

D

)ψ
where C2 is a constant.
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This follows from Russo–Seymour–Welsh theory, which we do here in some

detail. Indeed, if r < s, let As,r(z) ≡ Bs(z)\Br(z) denote the annulus centered

at z, where, if necessary, the sides are approximated, within ε, by the lattice

structure. Assume temporarily that As,r(z) ⊂ Int(Ω). Clearly, if there is both

a yellow and a blue ring in As,r, then Xε
t cannot possibly visit Br(z) (since the

yellow portion of Xε
t cannot penetrate the blue ring and similarly with yellow↔

blue). Now by the Russo–Seymour–Welsh estimates alluded to (Theorem 3.10,

item (iii) in [11] for the model at hand) the probability of a blue ring in AM,λM

is bounded below uniformly in ε by a strictly positive constant that depends

only on λ. Let η > 0 denote a lower bound on the probability that in A4L,3L

there is a blue ring and in A3L,2L a yellow. Now let k satisfy 2k > ε−1D > 2k−1

and similarly 2` > ε−1δ > 2`−1. Then, give or take, there are k−` independent

annuli in which the pair of rings described can occur. The probability that all

such ring pair events fail is less than C1(1 − η)k−` ≤ C2

(
δ
D

)ψ
, where C1 and

C2 are constants and ψ > 0 is defined via η.

Let us fix a square grid of scale δ with ε << δ << 1. Let Nδ denote the

number of boxes of scale δ that are visited by the process. We claim that for

all ε sufficiently small

Eε(Nδ) ≤ Cψ′

(
1

δ

)2−ψ′

= Cψ′n
2−ψ′ , (V.16)

where ψ′ > 0 is a constant and n = nδ = δ−1 represents the characteristic

scale of Ω on the grid of size δ−1. In particular we may take ψ′ < min{ψ, θ},

where θ ∈ [0, 1] describes the roughness of the boundary: M(∂Ω) = 2− θ.

Let nk denote the number of boxes a distance kδ (i.e., k boxes distant)
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from ∂Ω and

Nl =
∑
k≤l

nk.

Our first claim is that for all δ,

Nl < Cθ′n
2−θ′lθ

′
, (V.17)

for any θ′ < θ, where Cθ′ is a constant. To see this, let us estimate the total

area of boxes on a grid of size σ intersected by or within one unit of ∂Ω. It is

not hard to see that this is bounded by Cθ′ ×
(

1
σ

)2−θ′× σ2 = Cθ′σ
θ′ , where Cθ′

is a constant which is uniform for a fixed θ′ < θ. Taking σ = lδ and noting

that these boxes contain all of the n1 + · · · + nl boxes of scale δ (i.e., boxes

within l units of ∂Ω), the claim follows.

Now, clearly,

Eε(Nδ) ≤ C2

lmax∑
k=1

nk ·
(

1

k

)ψ
.

Let us now dispense with the sum in the display. Summing by parts, we get

lmax∑
k=1

nk

(
1

k

)ψ
= Nlmaxl

−ψ
max +

lmax−1∑
k=1

Nk

(
1

kψ
− 1

(k + 1)ψ

)
.

Now if ψ > θ, then ψ > θ′. Using Eq. (VI.4) and pulling out an n2−θ′ , the

sum is convergent. Meanwhile, the first term (again using the estimate in

Eq. (VI.4)) is smaller. Conversely, if ψ ≤ θ, then both terms are of order

n2−θ′lθ
′−ψ

max and the result follows if we take lmax = n. It is re–emphasized that

the estimate in Eq. (VI.3) is uniform in ε; by further sacrifice of the constant,

we may claim that Eq. (VI.3) holds for all box–scales in the range [δ, 2δ].

The remaining argument is now immediate. Letting δk = 2−k we have that

for any δ ∈ [δk+1, δk] and s > 0

Pε(Nδ > Cψ′n
2−ψ′+s
δ ) ≤ 1

2ks
. (V.18)
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The result follows, for any s > 0, by taking ε→ 0 and summing over k.

V.4 The Model

V.4.1 Review of Model

Here we give a quick description of the model under study. For more details

see Section 2.2 of [11]. The model takes place on the hexagon tiling of the

2D triangular site lattice: hexagons are yellow, blue and sometimes split; half

and half. Connectivity for us is defined by adjacent shapes (of the same color)

sharing an edge segment in common. Our description of the model starts with

a particular local arrangement of hexagons:

Definition V.4.1. A flower is the union of a particular hexagon with its six

neighbors. The central hexagon we call an iris and the outer hexagons we call

petals. We number the petals from 1 to 6, starting from the one directly to

the right of the iris. All hexagons which are not flowers will be referred to as

filler.

Let Ω ⊂ C be a domain, which for simplicity we may regard as being a finite

connected subset of the hexagon lattice. A floral arrangement, symbolically

denoted ΩF, is a designation of certain hexagons as irises (this determines the

flowers). There are three restrictions on placement of irises: (i) no iris is a

boundary hexagon, (ii) there are at least two non–iris hexagons between each

pair of irises, and (iii) ultimately in infinite volume the irises have a periodic

structure with 60◦ symmetries.

We are now ready to define the statistical properties of our model.
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Figure V.3: The three allowed “split” states of the hexagon. Note that these correspond

to single bond occupancy events in the corresponding up–pointing triangle in the bond–

triangular lattice percolation problem.

Definition V.4.2. Let Ω be a domain with floral arrangement ΩF.

• Petals and hexagons in the complement of flowers are only allowed to be

blue or yellow, each with probability 1/2.

• For “most” configurations of petals, irises can be blue, yellow, or mixed

(one of three ways c.f., Figure V.3) with probabilities a, a, or s, so that

2a+ 3s = 1 and in addition,

a2 ≥ 2s2.

• The exceptional configurations of petals, which we call triggers, are con-

figurations where there are three yellow and three blue petals, with one

pair of blue (and hence also yellow) petals contiguous. In these configu-

rations, the irises can now only be blue or yellow, each with probability

1/2.

Note that triggering is the only source of (very short range) correlation in

this model; everything else is configured independently. It is worth noting that

for each floral arrangement, we have a one–parameter family of critical models

with s = 0 reducing to the usual site percolation on the triangular lattice.
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Finally, it is remarked that the total of five possible configurations on

a hexagon correspond to the eight possible configurations on (up–pointing)

triangles – of which there are five distinct connectivity classes. It is not hard

to see, by checking local connectivity properties, that the model described is a

representation of a correlated percolation model on the triangular bond lattice.

It was shown in [11] Theorem 3.10 that our model exhibits all the typi-

cal properties of a 2D percolation model at criticality. Cardy’s formula for

this model was the main result of [11] (Theorem 2.4). More specifically, let

Ω ⊂ C be a domain with piecewise smooth boundary which is conformally

equivalent to a triangle. Let us denote the three boundaries and “prime ends”

of interest by A, c,B, a, C, b, in counterclockwise order. We endow Ω with an

approximate discretization (with hexagons) on a lattice of scale ε = 1/N and

a floral arrangement ΩFε . Let z be the vertex of a hexagon in ΩFε . We define

the discrete crossing probability function uYε (z) to be the indicator function

of the event that there is a blue path connecting A and B, separating z from

C, with similar definitions for vYε (z) and wYε (z) and the blue versions of these

functions. Then taking the scaling limit in an appropriate fashion (for more

details see Section 2.3 of [11]), we have, e.g.

lim
ε→0

uYε = u,

where u is one of the so–called Carleson–Cardy function: It is harmonic, and

on the up–pointing equilateral triangle with base C being the unit interval, it

is equal to 2√
3
· y – this is equivalent to Cardy’s formula. The functions v and

w are defined similarly.

231



V.4.2 The Exploration Process

We now give a (microscopic) definition of the percolation Exploration Process

tailored to our system at hand. We must start with a precise prescription of

how to construct our domains. Let Ω be a domain as described. Let a and c

be two prime ends and consider hexagons of the ε–tiling of C. It is assumed

that within this tiling (with fixed origin of coordinates) the locations of all

irises/flowers/fillers are predetermined. We define Ωε to be the union of all

fillers and flowers whose closure lies in the interior of Ω. It is assumed that ε is

small enough that both a and c are in the same lattice connected component

of the tiling. Other components, if any, will not be discarded but will only

play a peripheral rôle. With the exception of flowers, the boundary of the

domain will be taken as the usual internal lattice boundary, which consists of

the points of the set which have neighbors not belonging to the set. If the

lattice boundary cuts through a flower, then the whole flower is included as

part of the boundary. The notation for this lattice boundary will be ∂εΩε.

Consider points aε, cε which are on ∂εΩε and are vertices of hexagons. We

call (Ωε, ∂Ωε, aε, cε) admissible if

• Ωε contains no partial flowers.

• ∂εΩε can be decomposed into two lattice connected sets consisting of

hexagons and/or halves of boundary irises, one of which is colored blue

and one of which is colored yellow, such that aε and cε lie at the points

where the two sets join and such that the blue and yellow paths are valid

paths following the connectivity and statistical rules of our model; in
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particular, the coloring of these paths do not lead to flower configurations

that have probability zero.

• aε and cε lie at the vertices of hexagons, such that of the three hexagons

sharing the vertex, one of them is blue, one of them is yellow, and the

third is in the interior of the domain. (See Figure V.4.)
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the tiling. Other components, if any, will not be discarded but will only play a peripheral
rôle. With the exception of flowers, the boundary of the domain will be taken as the usual
internal lattice boundary, which consists of the points of the set which have neighbors not
belonging to the set. If the lattice boundary cuts through a flower, then the whole flower is
included as part of the boundary. The notation for this lattice boundary will be ∂εΩε.

Consider points aε, bε which are on ∂εΩε and are vertices of hexagons. We call (Ωε, ∂Ωε, aε, bε)
admissible if

• Ωε contains no partial flowers.

• ∂εΩε can be decomposed into two lattice connected sets consisting of hexagons and/or
halves of boundary irises, one of which is colored blue and one of which is colored
yellow, such that aε and bε lie at the points where the two sets join and such that
the blue and yellow paths are valid paths following the connectivity and statistical
rules of our model; in particular, the coloring of these paths do not lead to flower
configurations that have probability zero.

• aε and cε lie at the vertices of hexagons, such that of the three hexagons sharing the
vertex, one of them is blue, one of them is yellow, and the third is in the interior of
the domain. (See Figure 3).
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Figure 3: The setup for the definition of the Exploration Process.

We remark that in the case of boundary flowers (and other sorts of clusters on the
boundary) it is not necessary to color all the hexagons/irises. Indeed the coloring scheme
need not be unique – it is only required that a boundary coloring of the requisite type can
be selected.

It is not hard to see that the domains (Ωε, ∂εΩε, aε, bε) converges to (Ω, ∂Ω, a, b) in the
sense that ∂εΩε and Ωε converge respectively to ∂Ω and Ω in the Hausdorff metric and in
the Caratheodory metric with respect to any point inside Ω. Also, there exists aε and bε

which converge respectively to a and b as ε → 0. Notice that the latter convergence is really
in terms of the preimages under the Riemann map of the relevant domain.

Geometrically, the Exploration Process produces, in any percolation configuration on
Ωε, the unique interface connecting aε to bε, i.e.,the curve separating the blue lattice con-
nected cluster of the boundary from that of the yellow. We denote this interface by γε.
Dynamically, the exploration process is defined as follows: Let Xε

0 = aε. Given Xε
t−1, it may

be necessary to color new hexagons in order to determine the next step of the process. (In
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Figure V.4: The setup for the definition of the Exploration Process.

We remark that in the case of boundary flowers (and other sorts of clusters

on the boundary) it is not necessary to color all the hexagons/irises. Indeed

the coloring scheme need not be unique – it is only required that a boundary

coloring of the requisite type can be selected.

It is not hard to see that the domains (Ωε, ∂εΩε, aε, cε) converges to (Ω, ∂Ω, a, c)

in the sense that ∂εΩε and Ωε converge respectively to ∂Ω and Ω in the Haus-

dorff metric and in the Caratheodory metric with respect to any point inside

Ω. Also, there exists aε and cε which converge respectively to a and c as

ε → 0. Notice that the latter convergence is really in terms of the preimages

under the uniformization map of the relevant domain. In some sense we have

chosen the “simplest” discretization scheme, which, in the companion work [6]

will be called the canonical approximation; of course other discretizations are
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possible, but in the interest of brevity we shall not discuss these in the present

work.

Geometrically, the Exploration Process produces, in any percolation config-

uration on Ωε, the unique interface connecting aε to cε, i.e.,the curve separating

the blue lattice connected cluster of the boundary from that of the yellow. We

denote this interface by γε. Dynamically, the exploration process is defined as

follows: Let Xε
0 = aε. Given Xε

t−1, it may be necessary to color new hexagons

in order to determine the next step of the process. (In particular, Xε
t−1 is

“usually” at the vertex of a hexagon which has not yet been colored.) We

color any necessary undetermined hexagons according to the following rules:

• If the undetermined hexagon is a filler hexagon, we color it blue or yellow

with probability 1/2.

• If the undetermined hexagon is a petal or an iris, we color it blue or

yellow or mixed with the conditional distribution given by the hexagons

of the flower which are already determined.

• If a further (petal) hexagon is needed, it is colored according to the

conditional distribution given by the iris and the other hexagons of the

flower which have already been determined.

We are now ready to describe how to determine Xε
t :

• If Xε
t−1 is not adjacent to an iris, Xε

t will be equal to the next hexagon

vertex we can get to in such a way that blue is always on the right of

the segment [Xε
t−1,Xε

t ].
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Our first theorem, the key parts of which are actually contained in [18] reads as follows:

Theorem 2.1 For all λ1

Remark 1. We remark

Proof. We Prove

Corollary 2.2 We Correlate

1

Figure V.5: “Multistep” procedure by which the Exploration Process gets through a

mixed hexagon.

• If Xε
t−1 is adjacent to an iris, then the state of the iris is determined

as described above, after which the exploration path can be continued

(keeping blue on the right) until a petal is hit. The color of the petal

will now be determined (according to the proper conditional distribution)

and Xε
t will equal one of the two possible vertices common to the iris and

the new petal which keeps the blue region to the right of the final portion

of the segments joining Xε
t−1 to Xε

t .

In particular, it is noted that at the end of each step, we always wind up on

the vertex of a hexagon (see Figure V.5). We denote by (γε)t the actual value

taken by the random variable Xε
t .

We state without proof some properties of our Exploration Process.

Proposition V.4.3. Let γε([0, t]) be the line segments formed by the process

up till time t, and Γε([0, t]) the hexagons revealed by the Exploration Process.

Let ∂εΩ
t
ε = ∂εΩε ∪ Γε([0, t]) and let Ωt

ε = Ωε \ Γε([0, t]). Then, the quadruple

(Ωt
ε, ∂εΩ

t
ε,Xε

t , cε) is admissible. Furthermore, the Exploration Process in Ωt
ε

from Xε
t to cε has the same law as the original Exploration Process from aε to

cε in Ωε conditioned on Γε([0, t]).
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V.4.3 A Restricted BK–Inequality

Here we will prove an inequality that will be needed for proofs in several other

places.

Suppose A and B are two events. Then the BK inequality [5] states that

(for suitable probability spaces) the probability of the disjoint occurrence of A

andB is bounded above by the product of their probabilities. The most general

version of this is Reimer’s inequality [24] (see also [8] for more background

and a self–contained proof), which holds for arbitrary product probability

spaces. For the model at hand, we do not have a product probability space;

Reimer’s inequality would, in the present context, yield the desired result only

for flower disjoint events. Unfortunately, we have need of a stronger statement;

specifically, for disjoint path–type events where the individual paths may use

the same flower. In fact, as the following example demonstrates, a general

BK inequality does not hold in our system. However, as we later show, an

abridged version holds for path–type events.

Example V.4.4. Let A be the event of a blue connection between petals 1, 4,

and 5 (without any requirement on the color of the petals 1, 4, and 5), and let

B = {petals 1, 4, 5 are blue}. Observe that B and Bc are defined entirely on

the petals 1, 4, 5, whereas A is defined on the complementary set. Therefore

we have A ∩Bc = A ◦Bc. By Example 6.1 of [11], we know that P(A ∩B) <

P(A)P(B). But this immediately implies that P(A ◦Bc) > P(A)P(Bc).

Before tending to the detailed analysis of flowers, let us first introduce the

notion of disjoint occurrence for non–negative random variables.
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Definition V.4.5. Let ai, bj ≥ 0 and let

X =
n∑
1

ai1Ai , Y =
m∑
1

bj1Bj ,

where Ai ∩ Ak = ∅ for i 6= k and Bj ∩Bl = ∅ for j 6= l. We define

X ◦ Y =
∑
i,j

aibj1Ai◦Bj .

If the usual BK inequality holds then linearity immediately gives

E(X ◦ Y ) ≤ E(X)E(Y ).

We will be working with this slight generalization; what we have in mind is

the hexagon disjoint occurrence of paths, and in the case of paths of different

colors, sharing of the iris may occur. To be precise, we have the following

definition:

Definition V.4.6. Let ΩF denote a flower arrangement and let S and T denote

sets in ΩF which contain no irises. Let Xb
S,T denote the indicator of the event

that all hexagons in S and T are blue and that there is a blue path – possibly

including irises – connecting S and T . Similarly we define Xy
S,T to be the

yellow version of this event. Now if S ′ and T ′ are two other sets of ΩF which

are disjoint from S and T and also do not contain irises, then we may define

Xb
S,T ◦Xb

S′,T ′ in accord with the usual fashion. However, for present purposes,

in the event corresponding to Xb
S,T ◦Xy

S′,T ′ , the two paths may share a mixed

iris.

Lemma V.4.7. Let X`1
S1,T1

, X`2
S2,T2

, . . . , X`n
Sn,Tn

be the indicator functions of

path–type events as described in Definition V.4.6, where `i ∈ {b, y}, then

E(X`1
S1,T1
◦X`2

S2,T2
◦ · · · ◦X`n

Sn,Tn
) ≤ E(X`1

S1,T1
)E(X`2

S2,T2
) . . .E(X`n

Sn,Tn
).
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Proof. Our proof is slightly reminiscent of the proof of Lemma 6.2 in [11]. Let

σ denote a configuration of petals and filler and let I denote a configuration

of irises. We will use induction; first we prove the statement for the case of

exactly one flower (i.e., supposing there is only one flower in all of ΩF) and

two path events, whose indicator functions we denote by X and Y . We write

E(X ◦ Y ) = Eσ[EI(X ◦ Y |σ)].

If we can show that EI(X ◦Y |σ) ≤ EI(X|σ)◦EI(Y |σ), then we may apply the

BK–inequality to the outer expectation to yield the desired result since, on the

outside, the measure is independent. It is clear that the function E(X ◦ Y |σ)

can only take on five different values; we write

E(X ◦ Y |σ) = 1 · 1O(X◦Y )(σ)

+ (a+ s) · 1A1(X◦Y )(σ)

+ (1/2) · 1A2(X◦Y )(σ)

+ (a+ 2s) · 1A3(X◦Y )(σ)

+ s · 1F(X◦Y )(σ),

(V.19)

where e.g.

O(X ◦ Y ) = {σ | E(X ◦ Y |σ) = 1}.

It is not difficult to see that O(X ◦ Y ) is the set of σ configurations where

X ◦ Y has occurred on the complement of the iris. The remaining terms

warrant some discussion. We first point out that these terms correspond to

configurations where the flower is pivotal for the achievement of at least one of

X and Y , and, due to the nature of the events in question, petal arrangements

in these configurations satisfy certain constraints. For instance, configurations
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in A3 must exhibit a petal arrangement such that one of the paths is in a

position where it must transmit through the iris, which can be accomplished

by the preferred color or two of the split configurations; the flower must not be

in a triggering configuration and, needless to say, the other path has already

occurred (independent of the iris).

Finally we observe that σ ∈ F(X ◦ Y ) implies that both paths must use

the iris and therefore can only occur when the paths in question have differ-

ent colors. It is not hard to see, via petal counting, that F(X ◦ Y ) forces

the alternating configuration of petals and that indeed, we have a situation of

a “parallel transmission” through the iris, with exactly one iris configuration

which achieves both desired transmissions. We also note that in similar expres-

sions for E(X|σ) and E(Y |σ), the corresponding terms F(X) and F(Y ) will be

empty, since e.g., if the path is blue and some iris is capable of achieving the

transmission, then certainly the pure blue iris will achieve the transmission.

Let us expand E(X|σ) ◦ E(Y |σ) in the sense defined above:

E(X|σ) ◦ E(Y |σ) = 1 · 1O(X)◦O(Y )(σ)

+ (a+ s) · [1O(X)◦A1(Y )(σ) + 1A1(X)◦O(Y )(σ)]

+ (1/2) · [1O(X)◦A2(Y )(σ) + 1A2(X)◦O(Y )(σ)]

+ (a+ 2s) · [1O(X)◦A3(Y )(σ) + 1A3(X)◦O(Y )(σ)]

+ (a+ s)2 · [1A1(X)◦A1(Y )(σ)]

+R(a, s, σ),

(V.20)

where R(a, s, σ) contains all the remaining terms in the expansion, e.g. the

terms

(1/2)(a+ s) · [1A1(X)◦A2(Y )(σ) + 1A2(X)◦A1(Y )(σ)] (V.21)
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and

(a+ s)(a+ 2s) · [1A1(X)◦A3(Y )(σ) + 1A3(X)◦A1(Y )(σ)]. (V.22)

We claim that Eq.(V.21) will evaluate to zero for each σ: In the first term,

A1(X) requires that the petals exhibit a configuration which precludes a trigger

and A2(Y ) requires the petals to exhibit a configuration which leads to a

trigger, and similarly for the second term. The terms in Eq.(V.22) may or

may not evaluate to zero for all σ a priori, but in any case will not be needed.

Now we match up the terms in Eq.(V.19) and (V.20) and demonstrate

that indeed E(X ◦ Y |σ) ≤ E(X|σ) ◦ E(Y |σ). First note that O(X ◦ Y ) =

O(X)◦O(Y ). Next, as discussed previously, we see that Ai(X ◦Y ) ⊂ (Ai(X)◦

O(Y ))∪ (O(X) ◦Ai(Y )), 1 ≤ i ≤ 3. Finally, and this is the key case, we claim

that F(X ◦ Y ) ⊂ A1(X) ◦A1(Y ). This follows from the observation we made

before, which is that if σ ∈ F(X ◦ Y ), then we must see the alternating

configuration on the flower, requiring next to nearest neighbor transmissions

through the iris for both paths; such a σ certainly lies in A1(X) ◦ A1(Y ).

Thus we are done, assuming that (a + s)2 ≥ s – but this is equivalent to the

statement that a2 ≥ 2s2.

We have established the claim for the case of a single flower and two paths.

Next we may induct on the number of flowers, as follows. Suppose now the

claim is established for K − 1 flowers. We can now let σ denote the configura-

tion of all petals, filler, and irises of the first K − 1 flowers. We condition on

σ as above and adapt the notation so that the sets O, Ai’s, and F correspond

to the Kth flower. The argument can then be carried out exactly as above to

yield the result for K flowers and two paths. Finally we induct on the number
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of paths. Suppose the claim is true for n − 1 paths. Since the ◦ operation is

associative, we consider (X1 ◦ · · · ◦ Xn−1) ◦ Xn, where the Xi’s are indicator

functions of the n paths. We simply view (X1 ◦ · · · ◦Xn−1) as a single path–

type event and repeat the proof (note that the analogue of equation (V.20)

may now contain non–trivial F–type terms; these are immaterial since what

is listed is already enough for an upper bound). This argument is sufficient

since no more than two paths may share an iris under any circumstance.

V.4.4 On the Generalization of

Cardy’s Formula for M(∂Ω) < 2

Here we provide the necessary interior analyticity statement required to extract

Cardy’s Formula for the model in [11] (the actual, full proof requires additional

ingredients found in the companion work [6]). As described in §V.4.1, [11]

contains a proof of Cardy’s formula for piecewise smooth domains, so what is

needed here is a generalization to domains Ω with M(∂Ω) < 2. What we will

prove is the following:

Lemma V.4.8. Let Ω denote any conformal triangular domain with M(∂Ω) <

2. Let uYε , vYε and wYε denote the crossing probability functions as defined in

Ω for the lattice at scale ε. Then for the model as defined in §V.4.1, we have

lim
ε→0

uYε = u,

with similar results for vYε and wYε and the corresponding blue versions of these

functions, where u, v and w are the Cardy–Carleson functions.

241



To prove the current statement, we start by repeating the proof in [11] up

to Lemma 7.2 and Corollary 7.4 – the one place where the assumption on a

piecewise smooth boundary is used. We now give a quick exposition of the

(relevant portions of the) strategy of proof in [11]. The idea (directly inherited

from [13]) is to represent the derivative of the crossing probability functions as

a “three–arm” event, e.g., two blue paths and one yellow path from some point

to the boundaries, with all paths disjoint, and then derive Cauchy–Riemann

type identities by switching the color of one of the arms.

In order to accomplish this color switching in our model, it was necessary

to introduce a stochastic notion of disjointness. This amounted to the intro-

duction of a large class of random variables which indicate whether or not a

percolation configuration contributes to the event of interest (e.g., a blue path

from A to B, separating z from C). We call the restrictions and permissions

given by these random variables ∗–rules. The ∗–rules may at times call a self–

avoiding path illegitimate if it contains close encounters, i.e., comes within one

unit of itself; on the other hand, the ∗–rules may at other times permit a path

which is not self–avoiding but in fact shares a hexagon. Thus the ∗–rules are

invoked only at shared hexagons and close encounter points of a path. When

a close encounter or sharing at a hexagon is required to achieve the desired

path event it is called an essential lasso point.

The fact that these ∗–rules may be implemented by random variables in

a fashion which allows color switching is the content of Lemma 3.17 in [11].

The strategy was then to first prove that the ∗–version of e.g., the function

uε, denoted u∗ε, converges to u, then show that in the limit the starred and
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unstarred versions of the function coincide. For the current work, the precise

statement is as follows:

Lemma V.4.9. Let Ω be a domain such that

M ≡M(∂Ω) < 2.

Let z denote a point in Ω. Consider the (blue version of the) function uε(z) as

defined in §V.4.1. Let u∗ε(z) denote the version of uε with the ∗-rules enforced.

Then,

lim
ε→∞
|u∗ε(z)− uε(z)| = 0.

In particular, on closed subsets of Ω, the above is uniformly bounded by a

constant times a power of ε.

Before we begin the proof we need some standard percolation notation.

Definition V.4.10. Back on the unit hexagon lattice, if L is a positive integer,

let BL denote a box of side length L centered at the origin. Further, let Π5(L)

denote the event of five disjoint paths, not all of the same color, starting from

the origin and ending on ∂BL. Now let m < n be positive integers, and let

Π(n,m) denote the event of five long arms, not all of the same color, connecting

∂Bm and ∂Bn. We use the notation π5(n) and π5(n,m) for the probabilities

of Π5(n) and Π5(n,m), respectively.

Proof of Lemma V.4.9. We set N = ε−1 and, without apology, we will denote

the relevant functions by u
N

. For convenience we recap the proof of Lemma 7.2

in [11] (with one minor modification). Let us first consider the event which is

contained in both the starred and unstarred versions of the u–function, namely
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the event of a self–avoiding, non–self–touching path separating z from C, etc.

We will denote the indicator function of this event by U−
N

. Similarly, let us

define an event, whose indicator is U∗+
N

, that contains both the starred and

unstarred versions: This is the event that a separating path of the required type

exists, with no restrictions on self–touching, and is allowed to share hexagons

provided that permissions are granted. It is obvious that

E[U∗+
N
− U−

N
] ≥ |u∗

N
− u

N
|. (V.23)

We turn to a description of the configurations, technically on (ω,X) (the

enlarged probability space which include the permissions), for which U∗+
N

= 1

while U−
N

= 0. In such a configuration, the only separating paths contain an

essential lasso point which, we remind the reader, could be either a shared

hexagon or a closed encounter pair. Let us specify the lasso point under study

to be the last such point on the journey from A to B (i.e., immediately after

leaving this point, the path must capture z without any further sharing or

self–touching, then return to this point and continue on to B). For standing

notation, we denote this “point” by z0. A variety of paths converge at z0: cer-

tainly there is a blue path from A, denoted BA, a blue path to B, denoted BB,

and an additional loop starting from z0 (or its immediate vicinity) which con-

tains z in its interior. The loop we may view as two blue paths of comparable

lengths, denoted L1
z and L2

z. However, since the lasso point was deemed to be

essential, there are two additional yellow arms emanating from the immediate

vicinity of z0. These yellow arms may themselves encircle the blue loop and/or

terminate at the boundary C. We denote these yellow paths Y 1
C and Y 2

C .

Since z0 is the last lasso point on the blue journey from A to B, we auto-
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matically get that the two loop arms are strictly self–avoiding. Also, without

loss of generality, we may take the yellow arms to be strictly self–avoiding.

Further, by Lemma 4.3 of [11], we may take either the portion of the path

from A to z0 to be strictly self–avoiding or the portion of the path from B to

z0 to be strictly self–avoiding. To summarize, we have six paths emanating

from z0, four blue and two yellow, with all paths disjoint except for possible

sharings between BA and BB. For simplicity, let us start with the connected

component of z in Ω\(αk∪βk∪γk) where αk, βk, γk are short crosscuts defining

the prime ends a, b, c, respectively. It is noted that in this restricted setting,

the various portions of the boundary are at a finite (macroscopic) distance

from one another. Thus, on a mesoscopic scale, we are always near only a

single boundary.

The case where z0 is close to z is handled by RSW-type bounds (see proof

of Lemma 7.2 in [11]). The terms where z0 is in the interior follow from the

5+ arm estimates; these arguments are the subject of Lemma 7.2 and Lemma

7.3 in [11]. We are left with the case where say z0 is within a distance Nλ of

the boundary but outside some box of side Nµ2 separating c from z.

Let δ > 0. For N large enough, ∂Ω can be covered by no more than

JδN
M+δ−λ boxes of side Nλ. Now we take these boxes and expand by a factor

of, say, two and we see that the region within Nλ of the boundary can be

covered by JδN
M+δ−λ boxes of side 2Nλ. We surround each of these boxes by

a box of side Nµ1 , where µ2 > µ1 > λ.

Now suppose z0 is inside the inner box. We still have the six arms BA,

BB, L1
z, L

2
z, Y

1
C and Y 2

C , but since z0 is now close to some boundary, we expect
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some arm(s) to be short (i.e., shorter than Nλ). We note that the box of side

µ1 is still away from c, and therefore we cannot have more than one of BA

and BB be short due to being close to the boundary. Also, since z must be

a distance of order N away from the boundary, z is outside of both of these

boxes and therefore both L1
z and L2

z are long. The upshot is that regardless of

which boundary z0 is close to, one and only one of the six arms will be short:

If z0 is close to A (respectively B), then BA (respectively BB) will be short,

and if z0 is close to C, then a moment’s reflection will show that only one of

the yellow arms will be short.

What we have is then five long arms and one short arm emanating from the

immediate vicinity of z0, and these arms either end on some boundary or the

boundary of the outer box of side Nµ1 . For reasons which will momentarily

become clear, we will now perform a color switch. Topologically, the two

yellow arms separate L1
z and L2

z from BA and BB. Denote the outer box by

Bµ1 and consider now the region T ≡ Ω ∩Bµ1 . The two yellow arms together

form a “crosscut” (in the sense of Kesten [17]) of T . This crosscut separates

T into two disjoint regions Tb and Tl, where Tb contains BA and BB and Tl

contains L1
z and L2

z. We condition on the crosscut which minimizes the area

of Tl. Next we apply Lemma 4.3 of [11] to reduce the blue arm adjacent to

the longer of the two yellow arms – which we take to be Y 1
C – to be strictly

self–avoiding, which without loss of generality we assume to be BA. Since BA

forms a crosscut of Tb, there is a crosscut which maximizes the region which

contains BB, which we denote ΩB. The region ΩB is now an unconditioned

region, and we may apply Lemma 3.17 of [11] to switch the color of BB from

246



blue to yellow, while preserving the probability. The resulting yellow path we

will denote YB.

We now have three blue paths and three yellow paths. The blue paths are

now all strictly self–avoiding. Y 1
C is still strictly self–avoiding, but the path

YB may very well interact with (i.e., share hexagons with, due to the ∗-rules)

Y 2
C . If indeed there is sharing, then let Ŷ = YB ∪ Y 2

C be the geometric union

of the two paths. Ŷ can then be reduced to be a strictly self–avoiding path,

which we now denote Y . In any case, we now have (at least) five long paths

emanating from z0, three blue and two yellow, with the yellow paths separating

the blue paths, and with all paths strictly self–avoiding. The probability of

such an event is certainly bounded above (possibly strictly since the boxes will

most likely intersect Ωc) by the full space event Π5(Nµ1 , 2Nλ) – see Definition

V.4.10. The upshot of Lemma 5 of [17] is that

π5(Nµ1 , 2Nλ) ≤ C

(
Nλ

Nµ1

)2

, (V.24)

where C is a constant. This result can, almost without modification, be taken

verbatim from [17]; the proviso therein which concerned “relocation of arms”

was discussed in the first paragraph of the proof of Lemma 7.3 in [11]. We

consider (V.24) to be established.

If we sum over all such boxes of side 2Nλ, we find that the contribution

from the near boundary regions is a constant times

NM+δ−λ+2λ−2µ1 = NM+δ+λ−2µ1 .

Since M < 2, we may first choose δ and λ such that M + δ + λ < 2, and next

we will choose µ2 and then µ1 large enough so that the exponent is negative.
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Finally let us take care of the crosscuts. We shall show that for large k, the

event that a path emanates from the crosscut e.g., βk and goes to B tends to 0

as k → ∞ (uniformly in N for all N sufficiently large): Indeed, although the

prime end b may be a continua, the probability of a path emanating from b is

“as small” as though b were a point. Let us begin by looking at the conformal

rectangle Bk \B2k defined by the relevant crosscuts. We now mollify Bk \B2k

so that the resulting domain has smooth boundary and lies strictly in Ω: This

is easily accomplished by deleting from Bk\B2k the image under the conformal

map φ : H → Ω of some δ neighborhood of ∂H, where δk > 0 is chosen so

small that the said image is within some (Euclidean distance) ηk of ∂Ω. Let

us denote the resulting domain by Rk. Since Rk has smooth boundary, the

result of [11] applies and we may apply Cardy’s Formula inside Rk to see that

the probability of a “lateral” yellow crossing (i.e., one “parallel” to βk and

β2k) is uniformly bounded from below, independently of k, if ηk is properly

chosen. We may even assume that the crossing takes place in the “bottom”

half of Rk, which will allow us to construct Harris annuli of order ηk enabling

a connection to the actual boundary. Thus, having achieved all this, looking

at the lowest such crossing, we may RSW continue the crossing to the actual

∂Ω, with probability uniformly bounded from below. It is now straightforward

to observe that in the presence of such a yellow crossing, no blue path may

emanate from βk. Performing this construction on a multitude of scales, it is

clear, as ε → 0 that with probability tending to one, no blue path emanates

from this prime end.

All estimates described above are uniform in z provided z remains a fixed
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non–zero (Euclidean) distance from the boundary. And, finally, the proof of

Lemma V.4.9 for vN and wN are the same.

Proof of Lemma V.4.8. Corollary 7.4 of [11] concerned the difference between

the blue and yellow versions of these functions (Cauchy–Riemann relations are

only established for color–neutral sums). However, the argument of Corollary

7.4 in [11] reduced the difference between the two colored versions to six arm

events in the bulk and five arm events near the boundary, to which the above

arguments can be applied. Replacing Lemma 7.2 (and Lemma 7.3) in [11] with

Lemma V.4.9 gives a proof of Lemma V.4.8.
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Chapter VI

Restricted Uniform Continuity

of Crossing Probabilities

In this chapter we establish a rather technical result quantifying uniform con-

tinuity of critical percolation crossing probabilities in domains slit by Explorer

Process typical curves and discuss some first consequences. For discussions

about critical percolation, interfaces, etc., we refer the reader to discussions in

[5]. Here we will state and establish the result in the simplest setting possible

(e.g., smooth boundary).

The arguments used herein are “elementary” given a priori percolation

estimates on properties of interface typical curves. It is possible that one may

simplify the arguments using a proof along the lines of Lemma 4.4 in [4] (since

the bulk of the difficulty both here and there is some “topological consistency”

result), which uses conformal maps, etc., but to obtain a statement with some

uniformity would still require more careful quantification: The proof of Lemma
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4.4 takes advantage of the pointwise nature of the statement to shrink many

relevant scales, i.e., the size of the relevant scales depend on the nature of the

particular approximating slit under consideration, whereas here we make some

statement which is almost uniform provided the slits are less than some fixed

sup–norm distance away from the reference slit. Along the same lines, we also

remark that the pointwise convergence result of [4] does indeed already provide

pointwise continuity of crossing probabilities, but again, no uniformity.

As a consequence of this result, we can obtain that the limiting crossing

probability in the domain slit by the interface up to time t is in fact a mar-

tingale. (In [5] we obtained the same statement via different means, i.e., by a

robust convergence to Cardy’s Formula, but the arguments there do not offer

any uniformity.) We point out, of course, no conformal invariance is available

from such arguments (indeed, the only way we have obtained conformal in-

variance so far is via establishing Cardy’s Formula, i.e., knowing exactly what

the limiting crossing probability is; see [4], [5]).

Secondly, it appears that this result can perhaps contribute to establishing

some rate of convergence to SLE6. On the latter point we note that thus

far, the convergence arguments have been quite weak in the sense that we

first extract some abstract limiting point then work to establish appropriate

properties of the limit. (In fact, so far, the only explicit rate of convergence

result for convergence of lattice models to any SLE appears to be [3] for the

convergence of loop–erased random walk to SLE2.)

255



VI.1 Preliminaries

The key tool we will use are the so–called Russo–Seymour–Welsh estimates,

and thus the arguments here should apply for any model satisfying such typical

critical percolation estimates (again we refer the reader to discussions in [5].

Since this estimate plays such a key role in what follows, let us state it now in

the form we will use. The proof of the following statement in approximately

the form stated can be found in e.g., [8], §11.7.

Lemma VI.1.1 (RSW Estimate). Let BL denote a square of side length L and

P
(p)
`r (BL) the probability of a left right crossing of BL in say blue at parameter

p. If it is the case that 0 < P
(p)
`r (BL) < 1, then

P (AL,3L) ≥ α > 0

for some constant c depending on P
(p)
`r (BL). Here AL,3L denotes event of a

blue circuit inside the annulus B3L \BL.

Consequently, if η < δ and ε � η, δ, then setting up logarithmically many

annuli between the concentric squares of side length η and side length δ and

performing percolation at scale ε, we obtain

P (Acη,δ) ≤ c′(η/δ)α

for some constant c′ (here Ac denotes the complementary event: There is no

blue circuit in Bδ \Bη).

We note that the above estimates are scale–invariant, i.e., they do not

depend on L, but only on the aspect ratio, but only the relevant aspect ratios.
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Next let us describe our setting: Recall that µε is a measure generated by

the percolation Exploration Process (a.k.a. the interface) on the ε–lattice scale

in a domain Ω with two distinguished boundary prime ends a and c and µ′ is

a weak limit point of µε where space of curves is equipped with the sup–norm

topology (this is the setting of [2]) given by

dist(γ1, γ2) = inf
ϕ1,ϕ2

sup
t
|γ1(ϕ1(t))− γ2(ϕ2(t))|. (VI.1)

VI.2 Properties of Slits Under Consideration

We will now provide proofs for the properties of a typical explorer path (a

lot of what appears here has already appeared [5], but for convenience and

completeness we have reproduced them here). We remark that these estimates

represent – at the ε level – the behavior that ensures that the limiting objects

in the support of µ′ are precisely Löewner curves. A lot of the estimates which

follow are uniform in ε (for ε sufficiently small) and hence we may be rather

lackadaisical at times about whether we are talking about µε or µ′. We start

with the fairly familiar multi–arm estimates.

VI.2.1 Multi–Arm Estimates

In this section we establish the multi–arm estimates and establish (a)typical

behavior of the curves under consideration.

Lemma VI.2.1 (Multi–Arm Estimates). Let D(η, l) denote the circular annu-

lus with inner radius η and outer radius l. Consider the events of a (i) 5–arm

crossing of D(η, l) and (ii) 6–arm crossing of D(η, l). Then the 5–arm event
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has probability bounded above by (η/l)2 while the 6–arm event has probability

bounded above by (η/l)2+σ for some σ > 0.

Proof. Let us rescale back so that the lattice spacing is of order unity and

the diameter of Ωε is of order N . Then the five arm event in D(η, l) is the

event of five crossings between circles of radius ηN and lN . Approximating

by appropriate “square” annular regions, the arguments of [11] may be used

in generic circumstances (of course some degree of reflection symmetry for the

underlying lattice has to be employed and in addition it has been checked that

the fencing/corridor arguments in [11] apply) and so the probability of the five

arm event in D(η, l) is bounded above by a constant times (η/l)2. To bound

the 6–arm event we note that if we let A denote the event of one crossing in

the annular region, then the probability of A is bounded by
(
η
l

)σ
, for some

σ > 0, by standard Russo–Seymour–Welsh arguments. Then letting B be the

event of 5 crossings in the annular region and applying a BK–type inequality

to A ◦B we obtain the desired result.

Definition VI.2.2. Let ∆2 > ∆1 (with ∆2 � ∆1 envisioned) and let γ :

[0, 1] → Ω be a curve. We say that γ has a ∆2–∆1 triple visit if there are

times ta < t1 < tb < t2 < tc < t3 < td such that γ(t1), γ(t2) and γ(t3) all lie

within a single ∆1–neighborhood while γ(ta), . . . , γ(td) each lie a distance at

least ∆2 from some point in this neighborhood. For an illustration see Figure

VI.1(a).

A direct consequence of Lemma VI.2.1 is the absence of triple visits of the

type described in the above definition as the ratio ∆1/∆2 tends to zero:
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Figure VI.1: Atypical behavior of µε curves
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Lemma VI.2.3. Let Ω be a domain and let ∆2 � ∆1 > 0. The µ′–probability

of a ∆2–∆1 triple visit tends to zero as ∆1/∆2 → 0.

Proof. A quick sketch of a triple visit scenario in D(η, l) yields immediately

6 long disjoint passages of γ(t) across the annulus. Note this can occur in

two topologically distinct fashions. For γ(t) a two–sided Exploration Process,

näıve counting would yield as many as twelve long arms, but adjacent sides of

“disjoint” long arms can lead to sharing of (boundary) elements of the process;

in the worst possible case, entire adjacent arms can “collapse”. However, in

either topology, even taking into account all these sharings and collapses, we

are still left with six genuinely disjoint long arms.

We have established, in the continuum or lattice approximation, that the

six arm event in an annulus D(η, l) has probability bounded above by
(
η
l

)2+σ
.

We may divide Ω (or Ωε) into an overlapping grid of scale η. The proba-

bility that such an event happens anywhere is therefore bounded above by

(η/l)2+σ
(

1
η2

)
= 1

l2

(
η
l

)σ
, so ultimately, the probability of an actual triple visit

is zero and the probability of a ∆2–∆1 triple visit indeed tends to zero as

∆1

∆2
→ 0.

Remark VI.2.4. We make the following observation for intrinsic interest and

for possible future reference: Observe that in one of the topological alterna-

tives, after the second visit to the inner circle, the Exploration Process can

immediately delve into the sack created between this visit and the first. As

an Exploration Process, γ(t) is now forced to perform its third visit and es-

cape D(η, l) altogether. The observation of interest is that these forced future

visitation events provide, at least on the level of arm estimates, no additional
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decay after the (deep) visit into the cul–de–sac. Indeed, six arms are already

present at this juncture (all potential additional arms may undergo collapse).

Definition VI.2.5. Let ∆2 > ∆1 (with ∆2 � ∆1 envisioned) and let γ :

[0, 1]→ Ω be a curve. We say that γ has a ∆2–∆1 double visit to the boundary

by the obvious modification of Definition VI.2.2 (using only ta, t1, tb, t2, tc along

with the stipulation that at least one of the points γ(t1) or γ(t2) is within

distance ∆1 of ∂Ω). For an illustration see Figure VI.1(b).

Lemma VI.2.6 (No Double Visits Near the Boundary). For any ∆2 > 0, the

probability of a ∆2–∆1 double visit to (anywhere on) the boundary tends to

zero as ∆1 → 0.

Proof. First we observe that if the Exploration Process has a ∆2–∆1 double

visit to the boundary, then this implies at least a 3–arm event on the scale of

∆2 : ∆1 near the boundary.

For percolation domains with smooth boundaries, this follows from the

a priori 1/N2 power law estimates described in [1] and [12]. (The idea of

proof is straightforward. In brief: Consider the easy way crossing of an N

by 2kN box. This probability is markedly larger than the similar probability

in an N by kN box with both probabilities of order unity. The difference

between these two probabilities can be written as a telescoping sum, with each

increment corresponding to a single site distortion, the vast majority of which

leading to a three arm event in the half space – the contributions from sites

near the boundary are negligible. This implies on the order of N2 three arm

events, each of which can be shown to happen with comparable probability

261



by the rearrangement arguments of Kesten [11]. Since the sum of all these

probabilities is of order unity, the result follows).

Remark VI.2.7. The above estimates apply equally to the situation when

the tip of the Exploration Process has “just” performed a double visit; i.e., the

time tc in Definition VI.2.6 is in fact superfluous. This situation is analogous

to the forced future triple visitations discussed in Remark VI.2.4. As in these

cases, the ostensible extra arms that the continuation of the journey might

generate are susceptible to collapse and cannot be counted, while the estimates

are already sufficient without these arms.

VI.2.2 Double–Back Estimates

Next we provide double–back estimates for the curves under consideration.

Definition VI.2.8. Let Ω be a domain. Let δ � η > 0 and let γ : [0, 1]→ Ω

be a parametrized curve. We say that γ has a δ–η doubleback if there exists

disjoint subsegments I1 and I2 of [0, 1], with diam(γ(I1)) ≥ δ, diam(γ(I2)) ≥ δ,

and such that the segments γ(I1) and γ(I2) are η–close in the sup–norm.

Lemma VI.2.9 (No Doubleback). Let Ω be a domain and let γ ∈ supp(µ′).

Let δ, η > 0 satisfy η < c1δ, with a particular c1 of order unity. Then for

all δ sufficiently small, there are additional constants c2 and c3 of order unity

such that for all ε sufficiently small, the µε–probability of a δ–η doubleback is

bounded above by

c2

δ2
· e−c3δ/η,
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with the same result inherited by µ′.

Proof. It is sufficient to verify the statement in the measures µε for ε suffi-

ciently small. Thus let δ � 1 and η small as desired and then ε much smaller

than the scale set by η. (We are envisioning that η/δ actually tends to zero.)

For k large but of order unity, let us grid the domain Ω into pixels of scale

k−1δ. It’s not difficult to see that the event in question necessitates an easy–

way η–close double–crossing of some rectangle of this scale with aspect ratio

of order unity. Let us now consider a particular such δ : kδ rectangle, denoted

by Rδ and let us consider the event of at least two disjoint blue crossings of

Rδ that are within distance η of each other. If g0 is such a (single) crossing,

let

N(g0) = {∃ a blue crossing of Rδ in the region above g0

that is within distance η of g0}.
Our first claim is that, uniformly in ε, for all ε sufficiently small, P(N(g0)) ≤

e−c3
δ
η , for all η, δ. To see this, let us cover g0 with disjoint annuli of scale 3η : η,

with the center of each annulus centered on a point of g0. Clearly, there are

at least of the order δ/η such annuli. If in the region above g0, in any one of

these annuli there is a yellow circuit, then N(g0) cannot possibly occur. For

future reference, we note that in fact these preventative steps take place in

the intersection of the relevant annuli with Rδ. Since the probability of such

a yellow circuit is uniformly positive, we have so far indeed shown that

P(N(g0)) ≤ e−c3
δ
η .

Letting G0 denoting the event that g0 is the lowest crossing, one obtains the

same estimate as the above for P(N(g0) | G0). The estimates will hold if we
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now let Gk denote the event that the curve gk is the kth to lowest crossing, e.g.,

out of a total of ` ≥ k disjoint crossings. Thus, by subadditivity, conditioned

on the existence of say ` disjoint crossings, the ultimate double–crossing event

of interest has probability bounded above by `e−d3
δ
η . However, if r` denotes

the probability of ` disjoint crossings in Rδ, then by a BK–type inequality it

is clear that
∑

` `r` <∞. Hence the probability of two disjoint blue crossings

(or two disjoint yellow crossings) in Rδ is bounded above by

c2e
−c3 δη . (VI.2)

To finish we note that there are only of order δ−2 such rectangles in Ω and

hence summing over them, we have the lemma.

For our purposes, we will need a related property of a µ′–typical explorer

path.

Definition VI.2.10. Let ϑ > 0 (but with ϑ� 1) and consider a gridding of

Ω with boxes of scale ϑ. Let δ > ϑ and let bϑ denote one such box which is a

distance greater than δ away from both a and c. Let ϑ` = 3`ϑ and consider

the 3 : 1 annulus of scale ϑ` with bϑ at the center of the annulus. Let κ > 0

(considered small) and, if the Exploration Process double crosses the annulus

(here crossing means a connection from the inner to the outer square), we shall

say that it has had a κ–weak doubleback if the two disjoint crossings of the

annlus are, in the sup–norm, closer than a distance κϑ` to each other. Let

v > 0. Then, we say that, for bϑ, the Exploration Process has the v–persistent

κ–weak doubleback property if a fraction in excess of (1−v) of the k disjoint 3 : 1

annuli of scale ϑ`, ` = 1, 2, . . . , q; 3qϑ < δ < 3q+1ϑ house a κ–weak doubleback.
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Lemma VI.2.11. Let Ω denote a domain of the type described, and let γ ∈

supp(µ′). With definitions and notation as in the previous definition, we have

that given v > 0, and any α > 0 there exists κ > 0 such that the probability

that γ has a v–persistent κ–weak doubleback for any box bϑ is bounded above

by

C1

ϑ2

(
ϑ

δ

)α
for some constant C1 <∞.

Proof. The key point here is the observation that in each of the four (overlap-

ping) rectangles of aspect ratio 3 which comprise the relevant ϑ` scale annuli,

the absence of preventative steps (as described in the previous lemma) which

would forbid such ϑ` : κϑ` encounters only occurs with probability as in the

display (VI.2), with δ replaced by ϑ` and η replaced by κϑ`. Notice that as

κ→ 0, this quantity gets exponentially small with κ−1. For fixed v, using in-

dependence of the preventative steps in each annulus, the probability of having

a fraction in excess of 1− v of the close encounters will, for v < 1, be bounded

above by exp[−q(r1κ
−1 − r2)] where r1 > 0 and r2 < ∞, for all q sufficiently

large (where 3qϑ < δ < 3q+1ϑ). This implies a bound of the stated form with-

out the ϑ−2 prefactor for any given box; the prefactor accounts for all possible

boxes via subadditivity.

VI.2.3 Minkowski Dimension

Finally, for completeness we include here a result on the Minkowski dimension

of a µ′–typical curve.
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Lemma VI.2.12. If the upper Minkowski dimension of ∂Ω is less than two,

then the limit point µ′ gives full measure to curves with upper Minkowski di-

mension less than 2− ψ′ for some ψ′ > 0.

Proof. Let z ∈ Int(Ω) and gδ(z) the box of radius δ surrounding z and D(z)

denote the distance between z and ∂Ω. We claim that there is some ψ > 0

such that for all ε sufficiently small,

Pε(Xε
t ∈ gδ(z)) < C2

(
δ

D

)ψ
where C2 is a constant.

This follows from Russo–Seymour–Welsh theory, which we do here in some

detail. Indeed, if r < s, let As,r(z) ≡ Bs(z)\Br(z) denote the annulus centered

at z, where, if necessary, the sides are approximated, within ε, by the lattice

structure. Assume temporarily that As,r(z) ⊂ Int(Ω). Clearly, if there is both

a yellow and a blue ring in As,r, then Xε
t cannot possibly visit Br(z) (since

the yellow portion of Xε
t cannot penetrate the blue ring and similarly with

yellow↔ blue). Now by the Russo–Seymour–Welsh estimates, the probability

of a blue ring in AM,λM is bounded below uniformly in ε by a strictly positive

constant that depends only on λ. Let η > 0 denote a lower bound on the

probability that in A4L,3L there is a blue ring and in A3L,2L a yellow. Now let

k satisfy 2k > ε−1D > 2k−1 and similarly 2` > ε−1δ > 2`−1. Then, give or

take, there are k − ` independent annuli in which the pair of rings described

can occur. The probability that all such ring pair events fail is less than

C1(1− η)k−` ≤ C2

(
δ
D

)ψ
, where C1 and C2 are constants and ψ > 0 is defined

via η.
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Let us fix a square grid of scale δ with ε << δ << 1. Let Nδ denote the

number of boxes of scale δ that are visited by the process. We claim that for

all ε sufficiently small

Eε(Nδ) ≤ Cψ′

(
1

δ

)2−ψ′

= Cψ′n
2−ψ′ , (VI.3)

where ψ′ > 0 is a constant and n = nδ = δ−1 represents the characteristic

scale of Ω on the grid of size δ−1. In particular we may take ψ′ < min{ψ, θ},

where θ ∈ [0, 1] describes the roughness of the boundary: M(∂Ω) = 2− θ.

Let nk denote the number of boxes a distance kδ (i.e., k boxes distant)

from ∂Ω and

Nl =
∑
k≤l

nk.

Our first claim is that for all δ,

Nl < Cθ′n
2−θ′lθ

′
, (VI.4)

for any θ′ < θ, where Cθ′ is a constant. To see this, let us estimate the total

area of boxes on a grid of size σ intersected by or within one unit of ∂Ω. It is

not hard to see that this is bounded by Cθ′ ×
(

1
σ

)2−θ′× σ2 = Cθ′σ
θ′ , where Cθ′

is a constant which is uniform for a fixed θ′ < θ. Taking σ = lδ and noting

that these boxes contain all of the n1 + · · · + nl boxes of scale δ (i.e., boxes

within l units of ∂Ω), the claim follows.

Now, clearly,

Eε(Nδ) ≤ C2

lmax∑
k=1

nk ·
(

1

k

)ψ
.

Let us now dispense with the sum in the display. Summing by parts, we get

lmax∑
k=1

nk

(
1

k

)ψ
= Nlmaxl

−ψ
max +

lmax−1∑
k=1

Nk

(
1

kψ
− 1

(k + 1)ψ

)
.
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Now if ψ > θ, then ψ > θ′. Using Eq. (VI.4) and pulling out an n2−θ′ , the

sum is convergent. Meanwhile, the first term (again using the estimate in

Eq. (VI.4)) is smaller. Conversely, if ψ ≤ θ, then both terms are of order

n2−θ′lθ
′−ψ

max and the result follows if we take lmax = n. It is re–emphasized that

the estimate in Eq. (VI.3) is uniform in ε; by further sacrifice of the constant,

we may claim that Eq. (VI.3) holds for all box–scales in the range [δ, 2δ].

The remaining argument is now immediate. Letting δk = 2−k we have that

for any δ ∈ [δk+1, δk] and s > 0

Pε(Nδ > Cψ′n
2−ψ′+s
δ ) ≤ 1

2ks
. (VI.5)

The result follows, for any s > 0, by taking ε→ 0 and summing over k.

VI.3 Statement and Proof of Main Result

Lemma VI.3.1. [Restricted Uniform Continuity] Let Ω be a domain with

smooth boundary and a, b, c, d be four points on ∂Ω. Let θ,∆ > 0 and consider

curves which start at a and end at c. Then there exists a set Ξθ,∆ of such

curves and η > 0, with

η = Cθ1/α

for some constants C, α > 0, such that if γ1 ∈ Ξθ,∆ and dist(γ1, γ2) < η, then

∀T ≥ 0 such that γ1([0, T ]) and γ2([0, T ]) do not visit the ∆ neighborhood of c

and provided that b, c, d are all in the same connected component in both the

domains Ω \ γ1((0, T ]) and Ω \ γ2((0, T ]),

|Cε(Ω \ γ1([0, T ]), γ1(T ), b, c, d)− Cε(Ω \ γ2([0, T ]), γ2(T ), b, c, d)| < 1

2
θ
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and for all ε sufficiently small,

µε(Ξθ,∆) > 1− 1

2
θ,

with the same for µ′.

Remark VI.3.2. While the result in the statement of this lemma may seem

perfectly obvious, and the ultimate proof not too terribly arduous, it is worth

pointing out the obstructions to an immediate proof:

• The relevant curves are “two–sided” – i.e., a yellow and blue side. If we

wish to meaningfully connect a particular curve to a given boundary via

a path in the background, it is important to ensure that the path strike

the appropriate side of γ. The simplest counterexample is perhaps given

by two curves γ1 and γ2 which are sup–norm close, both doubleback on

themselves, but in opposite directions.

• Even if an appropriate continuation has been satisfied, care must be

taken to ensure that later portions of γ do not “cut” the connection

by presenting an obstruction to the connecting path with its opposite

colored side.

• The topological problems will in fact happen on many scales, necessitat-

ing a multi–scale version of no–doublingback estimates (Lemma VI.2.11).

The proof of this lemma will therefore involve 1) first making some logical

reductions to reduce to considering only certain set of percolation configura-

tions (which rids us of the second difficulty) 2) establishing a suitable “topo-

logical” picture to ensure the troublesome scenarios described in the previous
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paragraph has small probability (which rids us of the first difficulty) and finally

3) carry out the appropriate percolation construction to continue the crossing

(where we will resolve the third difficulty).

Remark VI.3.3. In what follows we are not very explicit about whether

γ1, γ2 are continuum curves or their discrete approximations. Strictly speaking,

we should really be talking about γε1, γ
ε
2, which are sup–approximations (e.g.,

γε1 converges to γ1 in the sup–norm as given in (VI.1); see [4]) to γ1 and

γ2. Indeed, the arguments that follow really only concerns this setting: I.e.,

dist(γε1, γ
ε
2) < η.

However, once the lemma has been established, we do obtain as a conse-

quence that the crossing probability is, up to an error, fairly independent of

discretization. (A similar line of reasoning is used in [6], §7.) On the other

hand, some care may be required if one demands more precise quantification:

It may very well be the case that η is quite different from ε, e.g., η = ε1/a, for

some a > 1.

Proof. Scales and Properties of γ.

We envision Ω to be rectangular, with a as the bottom right corner, and

η � ϑ′ . ϑ� δ3 � δ2 � δ3/2 � δ1 � ∆4 � ∆̃ . ∆� ∆1 � 1. (VI.6)

We remark that, perhaps, not all these separate scales are strictly necessary

for the proof, but we shall utilize them to facilitate the exposition. Here

Ξθ,∆ denotes the set of curves γ emanating from a which have the following

properties:
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1. γ has neither 1
2
δ2–3δ3 nor 1

2
ϑ′–3η double backs (ϑ′ . ϑ);

2. γ satisfies the conclusion of Lemma VI.2.11 concerning v–persistent–κ–

weak doubleback at scales 1
2
δ2 > 3ϑ;

3. γ has neither 1
2
δ1–2δ2 nor 1

2
δ3–2η triple visits; moreover, c.f. Remark

VI.2.4, at these scales, there are no “forced future triple visits” with γ(t)

inside a cul–de–sac;

4. γ has neither 1
2
∆4–δ1 nor 1

2
δ3/2–2δ2 (nor 1

2
δ4–2δ2) double visit to the

boundary; moreover, c.f. Remark VI.2.7, at these scales, there are no

“none fully developed” double visits;

5. γ stays a distance 2∆ away from the corners b and d;

6. γ does not return to the 2∆ neighborhood of a after having left a 1
2
∆1

neighborhood of a, i.e., if

t0 = inf
t
{dist(a, γ(t)) >

1

2
∆1},

then for t > t0, dist(a, γ(t)) > 2∆; similarly at the scales 2δ3–1
2
δ1.

By Lemmas VI.2.9, VI.2.6, Russo–Seymour–Welsh arguments, Corollary VI.2.3,

Lemma VI.2.11, respectively, we have that µε(Ξθ,∆) > 1− 1
2
θ. (Here we have

assumed the domain to have smooth boundary, so the conformal invariance

argument from the proof of Lemma VI.2.6 is not needed.) Notice that since

γ1 ∈ Ξθ,∆ and γ2 is η–close to γ1 in the sup–norm, both curves satisfy prop-

erties 1 – 6 without the numerical factors. We emphasize that while γ1 was

supposed to be Exploration Process typical, this curve will not interact with
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the background configuration of Ω; the above mentioned are the only proper-

ties of the γ’s which will be used.

We let R1 denotes the (conformal) rectangle Ω \ γ1([0, T ]), and similarly

for R2. Let us start by assuming that there is a blue crossing for R1; to prove

the lemma in this case it is enough to show that with high probability there

is a blue crossing for R2. Since “blue” and “yellow” are interchangeable and

(γ1, R1) ↔ (γ2, R2) are interchangeable (since we only use properties 1 – 6

modulo factors of two) this is in fact enough to prove the entire lemma. Under

the present circumstances, let us separate into three disjoint cases:

1. There is a blue crossing of Ωε itself which passes through neither γ1([0, T ])

nor γ2([0, T ]).

2. The criterion of case 1 is not satisfied; there is a blue crossing of R1

which hits γ1([0, T ]) but does not pass through γ2([0, T ]).

3. Any blue crossing of R1 passes through γ2([0, T ]).

For illustration of these cases, see Figures VI.2.

Remark. In the above, we only need appeal to the heuristic interpretation of

curves “hitting” or “passing through” one another. This is unambiguous if we

consider discrete curves (see Remark VI.3.3). More precisely, in the present

context, we may consider the map (conformal or otherwise) which takes e.g.,

R1 to a rectangle. Here the tip, γ1(T ), constitutes the lower right corner and

there are two images of a; the yellow side of γ1 joins with the original [d, a]

boundary of Ω while the blue side joins with the corresponding [a, b] boundary

(it is often useful to think of the above “unzipped” domain as R1 itself). In the
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(a) Case 1 (b) Case 2

rtr\

2

(c) Case 3

Figure VI.2: Division of configurations containing a left–right blue crossing for R1 into

cases.

context of this rendition of R1, the blue crossing “passing through” γ1 means

that it is no longer a single contiguous curve but if it only hits γ1, it remains

a curve (which happens to have touched the boundary).

Our next goal is to show that:

Without loss of generality, we may assume we are in case 2.

Aside from the obvious – one case fewer – the reduction to case 2 has

succinct tactical advantages. In particular, the positioning of γ2 relatively to

“the” crossing (ultimately, the highest crossing) of R1 will enable continuation

of the crossing up to the blue side of γ2. Then, by the stipulations of this case,

we are assured (c.f. remarks in the opening paragraph of this proof) that the

later portions of γ2 will not override the established connection which renders

this connection a genuine crossing of R2.

Reduction to Case 2.
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(a) Either blue crossing for R2 (b) Or case 2 with yellow↔ blue, 2↔ 1

Figure VI.3: Reduction of case 3 to case 2.

In case 1, we clearly have a blue crossing of both R1 and R2 and there is

nothing to prove, so let us examine case 3. Our general claim about case 3 is

that either there will also be a blue crossing for R2 or we are back in case 2

with the reversal of yellow ↔ blue, 2 ↔ 1. Indeed, suppose in general there

is a blue crossing in R1. This creates a new domain B, which is the region

bounded by the said blue crossing, [b, c], and the relevant portions of [c, d], [a, b]

and γ1. We remark that while B still has a yellow “top”, namely [b, c], it no

longer constitutes an arena for crossing problems since there is no other yellow

boundary. However, let us consider B̃ which is the connected component of

[c, b] in B\γ2([0, T ]). Now B̃ still has a yellow top (not necessarily topologically

connected) and may have additional pieces of yellow boundary at places where

γ2 presented its yellow side into the interior of B. In B̃ there is either a top to

“bottom” (presumed to be non–empty) yellow crossing or not. If there is no

such yellow crossing (this includes the case that the bottom of B̃ is empty),

then certainly there is a blue type crossing in R2 (any other scenario would

lead to a violation of the assumption that we are in case 3); here we conclude

that we got into case 3 because the pass through of the said initial blue crossing
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of R1 happened on the blue side of γ2 before reaching the blue side of R1. But,

if there is a top–bottom yellow crossing in B̃, it emanates from a portion of

γ2 and it certainly asserts itself in the complement of the boundary of B̃ and

thus manifestly does not pass through γ1; this is the blue ↔ yellow reverse of

case 2 and the reduction is complete. These scenarios are illustrated in Figure

VI.3.

Reduction to Highest Crossing.

Now we let Bδ1(γ1(T )) denote the ball of radius δ1 around γ1(T ), and note

that Bδ1(γ1(T )) is well away from c. Let us also assume that Bδ1(γ1(T )) is well

away from all the other corners and the boundary; the corner and boundary

cases will be handled at the very end of the proof. By Russo–Seymour–Welsh

arguments, we can safely assume that any blue or yellow paths we will discuss

stay away from B2δ1(γ1(T )).

Our next claim is (assuming γ1 ∈ Ξθ,∆):

If β0 is a blue crossing of R1 manifesting the conditions of case 2,

i.e., “β0 is a blue crossing of R1 which hits γ1([0, T ]) but does not

pass through γ2([0, T ])”, and β1 is a “higher” crossing in R1, then

either β1 provides a blue crossing in R2, or β1 also manifests the

conditions of case 2 [in particular this will allow us to focus on the

highest blue crossing for R1].

This step is needed as to actually continue the crossing requires us to use

the fact that (conditioned on the highest crossing) we again have independent

percolation in the region below the highest crossing.
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(a) Case where β0 lies entirely in B0 (b) Case where γ2 weaves in and out of

B0 in a “regular” fashion

Figure VI.4: Scenarios where it is easy to reduce to the highest crossing.

To see this, let m0 denote the time along γ1 where β0 meets γ1 to produce

the purported crossing. It is clear that β0, γ1([0,m0]), and the relevant portion

of ∂Ω form a Jordan domain containing b which will be denoted B0. We first

remark that if γ2 ⊂ Bc
0, then the claim is in fact trivial: Any higher blue

crossing than β0 lies entirely in B0 and therefore there is no possibility of it

hitting γ2 at all. Moreover, if γ2 weaves in and out of B0 and Bc
0 in a “regular”

fashion, the result is equally plausible. For illustrations of these well–behaved

scenarios, see Figure VI.4.

However, due to contortions in which the curve bends back on itself, the

situation is much more complicated (see Figure VI.5) and we will need to

employ, in a measured fashion, Assumption 1. To this end, let us first define

τ ? to be the last time γ2 enters Bδ1(γ2(T )) before reaching γ2(T ). Next let

us apply Assumption 1 to produce a point γ2(t∗) ∈ Bδ1(γ2(T )) (with t∗ > τ ?)

which is a distance (at least) 2δ3 from all boundaries of B0 (recall that β0 is

assumed to stay outside B2δ1(γ2(T ))).
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Figure VI.5: Case where β0 is manifesting the conditions of case 2 but a higher crossing

may not be.

Reduction to Highest Crossing: “Topological” Description

The key observation is that if there exists some path Γ : γ2(t∗)→ d inside

Bc
0 which avoids γ2([0, τ ?]), then we are in fact done. Indeed, in the simplest

case where Γ can be made to avoid all of γ2([0, t∗]), Γ together with γ2([0, t∗])

and [d, a] form a Jordan domain with the property that the external boundary

(of the γ2 part) is blue; if somehow collisions of Γ with portions of γ2([τ ?, t∗])

are unavoidable, the relevant domain may be constructed by running γ2 until

its first collision point with Γ and then proceeding along Γ. We will not

distinguish between these two cases, nor their underlying domains, since no

blue connection emanating from [c, d] will ever enter Bδ1(γ2(T )). Now any

higher crossing β1 must initiate outside this domain, so if it hits the boundary

of this domain, then it must hit the blue side of γ2 and hence form a crossing

for R2 (it cannot hit Γ since Γ ⊂ Bc
0 and β1 ⊂ B0); on the other hand, if β1

fails to hit the boundary of the domain, then it fails to hit any part of γ2, and

we remain in Case 2, since γ2([τ ?, T ]) ⊂ Bδ1(γ2(T )) which by assumption is

not entered by any blue crossing of interest.
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Reduction to Highest Crossing: Multiply Connected Compo-

nents, etc.

Remark. The sort of arguments here concerning multiply connected compo-

nents also appear later under “The Bulk Case: Multiply Connected Compo-

nents, etc.” and are in fact simpler there. The reader may wish to skip this

section on a first reading.

For technical reasons, we will not have much occasion to working with

γ2(τ ?), but instead with another point V , which is defined to be the last point

on γ2 before it enters Bc
0 before time τ ? and we let γ2(v) = V (so that τ ? ≥ v).

For definitiveness, let us assume that v ≥ m0. Indeed, if V occurs before

γ2 enters the η–ball about M0, the point V – along with various associated

considerations – is not really necessary and the proof is, overall, slightly easier.

However, even in this case, much of the forthcoming is required so we shall not

provide a completely separate argument, but instead indicate the necessary

modifications/simplifications when the occasion arises. Note that V exists,

since we have ruled out the trivial case where γ2 ⊂ Bc
0. Let us now define a

few multiply–connected domains. For standing notation, if ω ∈ Ω and L ⊂ Ω

is a domain, then CL(ω) is notation for the connected component of ω in L.

Let

Gr = Ω \ [β0 ∪ γ1([0, v]) ∪Bη(V ) ∪Bη(M0)]

and let Gg denote the corresponding domain with γ1 replaced by γ2:

Gg = Ω \ [β0 ∪ γ2([0, v]) ∪Bη(V ) ∪Bη(M0)].

Both of these domains have “principal” components, namely, the connected

component of d and the connected component of b, and, possibly, other com-
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ponents. To simplify matters, note that γ1(t∗) and γ2(t∗) are both far away

from ∂Gr and ∂Gg and therefore for all intents and purposes, we may identify

them as the same point and denote it by γ(t∗). Our claim is that now we

are done if we can show γ(t∗) ∈ CGr∩Gg(d) (more precisely, it is meant that

γ(t∗) can be connected to d by a path which does not pass through any of

the boundaries – but it is conceivable that it may touch these boundaries).

Indeed, in terms of the existence of the Γ of interest, we are in fact forcing Γ

to avoid more of γ1 than is strictly necessary. On the other hand, it is the case

that v ≤ τ ?, so we avoid less of γ2 a priori, but this is of no concern, since the

portion of γ2 after time v is either inside Bc
0 or inside Bδ1(γ2(T )), and hence

cannot interfere with the higher crossing β1 (as per the explanation right after

the definition of Γ).

First it is clear that γ(t∗) /∈ CGr∩Gg(b) since it is not even in B0. It remains

to handle the cases where γ(t∗) is in one of the “smaller” components (which

ultimately, since we are discrete on the scale ε, there are only a finite number

of). We will begin by showing γ(t∗) ∈ CGr(d). We point out that γ(t∗) ∈

Bc
0, which means that without the deletion of the η–neighborhoods of M0

and V , there is a path Γ∗ which connects γ(t∗) to d. If it is the case that

γ(t∗) /∈ CGr(d), then it must have been the case that any such Γ∗ went through

either Bη(M0) or Bη(V ). Let us first consider the case of Bη(M0). Here the

implication is that γ(t∗) has been trapped inside a sack formed by (some

portion of) γ1([0, v]) and ∂Bη(M0). In particular γ1([0, v]) must have made a

double visit to Bη(M0). It is noted that by Russo–Seymour–Welsh arguments

applied to β, with probability close to unity, M0 is a distance more than δ1 > δ3
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from a. Thus γ1(t∗) is in a deep cul–de–sac of the type which “would” force

a future triple visit at Bη(M0). The relevant parameters for the cul–de–sac

are δ3 and η (since γ(t∗) is a distance at least 2δ3 from all boundaries and the

initial path to M0 is at least δ1). This is ruled out by Assumption 3.

The case where Γ∗ goes through Bη(V ) is nearly identical. Foremost, if v

occurs before γ2 enters Bη(M0), we may omit Bη(V ) altogether from the defi-

nitions of Gg and Gr since γ2([m0, t
∗]) is not actually obstructed by γ1([0,m0]).

That is, we replace the definition of e.g. Gg with

Gg = Ω \ [β0 ∪ γ2([0,m0]) ∪Bη(M0)],

and similarly for Gr. The cases v & m0 follow identically, the only relevant

modification being the observation that the first visit to Bη(V ) (coming from

a) must be at least of scale δ3, according to Assumption 6, since otherwise the

later visits would be precluded.

Next we turn attention to Gg and reduce to the case that γ(t∗) ∈ [CGg(b)∪

CGg(d)]. This will be done by reducing to the case as described above in the

domain Gr. We first note that in the absence of Bη(M0) and Bη(V ), γ(t∗) is in

both the connected component of b and the connected component of d. (This

is because β0 is a crossing which gets us into case 2 and therefore does not pass

through γ2. Here we are using the phrase “connected component” in the sense

as described before. Note that this does not apply to the domain B0 whose

boundary is taken to be the union of β0 and γ1([0,m]), regarded as a single

curve, so in particular, a path is not allowed to slip through the juncture at

M0). In particular, there exists Γ∗ : γ(t∗)→ d. Again Γ∗ must pass through say

Bη(M0) (or it may pass through Bη(V ), just as before). The same argument
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as in the previous paragraph now shows that γ(t∗) must be contained in a δ3

sack formed by γ2([0, v]). Doubling the radius of Bη(M0) if necessary, this also

implies γ(t∗) is contained in a large sack formed by γ1([0, v]), since γ1 and γ2

are η–close, and hence we would again be in contradiction of Assumption 3.

Next we will show that γ(t∗) ∈ CGr(d) and γ(t∗) ∈ [CGg(b) ∪ CGg(d)]

in fact implies that γ(t∗) ∈ CGg(d). Suppose towards a contradiction that

γ(t∗) ∈ CGg(b) (i.e., γ(t∗) /∈ CGg(d)). This implies that γ(t∗) /∈ CGr∩Gg(d) and

γ(t∗) /∈ CGr∩Gg(b). Due to the previously noted components of d (and b) in

Gr (respectively Gg) to which γ(t∗) belongs it is clear that the obstructions in

the intersected domain are the γ curves themselves.

For technical reasons, if m0 ≤ v, let us join γ1(v) to γ2(v) by a straight line

segment (if it were the case that m0 > v, then we would make the argument

with m0 instead of v) – half of which is adjoined to γ1 and the other half to

γ2, in the obvious fashion. We now omit from consideration all other portions

of the boundary and consider only the closed curve formed by the γ’s, etc

in the punctured domain C \ γ(t∗). We now claim that the closed curve in

question is contractible to a point in C\γ(t∗). Indeed, since the “puncture” is

far away (δ3 away) from the e.g., the straight line segments of length less than

η joining γ1(t) to γ2(t), one curve can be deformed onto the other in C \ γ(t∗).

It is thus evident that γ(t∗) is in the connected component of either b or d

in Gr ∩ Gg. (Recall that we have already ruled out the possibilities of γ(t∗)

being caught in a sack formed by γ1 or γ2 and the neighborhoods being cut

out; regardless, the preceding argument in fact would show that γ(t∗) would

actually end up in the “same” sack in Gr and Gg.) Thus, so far, we have
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Figure VI.6: The region B and Bc – the unconditioned region.

that γ(t∗) ∈ CGg(d). But now we claim that the above homotopy argument

also implies that γ(t∗) ∈ CGg∩Gr(d) (and hence the required Γ exists). Indeed,

in the intersected domain, the options for the connected component of γ(t∗)

are limited and the above demonstrates that they do not change under the

homotopic distortion.

The Bulk Case: Description

As the title indicates, we shall be treating cases where relevant portions

of γ1 and γ2 are well away from ∂Ω. These relevant portions are, in fact, the

tips (γ1(T ) and γ2(T ), and a point, M ∈ γ1, which is the analogue of the

point M0 in Reduction to Case 2 ; these distance scales will turn out to be δ1

respectively, and, in addition, we shall assume that all portions of the γ’s are

outside the ∆ neighborhoods of b, c, d (as in accord with the statement of the

Lemma and Assumption 5).

Let us then select the highest blue crossing for R1; we denote this crossing

by β. Let us further denote by M the point where it hits γ1; moreover we shall

define the time m via γ1(m) = M . In accord with the preceding notation, we

shall denote by B the region which is above β in R1, i.e., the domain bounded
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by the union of β, γ1([0,m]) and the relevant portions of ∂Ω. An important

observation which will be used time and again in the forthcoming paragraphs

is that having selected the highest crossing, it is precisely – no more and no less

– the region Bc which may be considered “unconditioned”. For an illustration

see Figure VI.6.

Let s denotes the last time γ2 exits the ball Bδ2(M). Suppose we have the

following claims:

Claim 1. With high probability γ2(s) can be connected to d by

a curve Γ inside Ω not intersecting the blue crossing, Bδ2(M) or

γ2([0, s]).

Claim 2. With high probability, β can be continued to hit γ2([0, s])

inside Bδ2 via a circuit (or portion thereof) which encircles M .

Then we are done, since given Claim 1, if D denotes the domain below

γ2([0, s]) ∪ Γ, then 1) the γ2 portion of the boundary of D presents its blue

side to the outside and 2) M ∈ Dc since γ2 does not cross β.

Remark VI.3.4. In fact, a weaker condition than Claim 1 will already do,

since we do not need Γ to avoid all of Bδ2(M): It is sufficient that M ∈ Dc

and it can be guaranteed that all continuations of β will hit γ2 first – and not

Γ.

Claim 2 then gives the required continuation of β to hit γ2, with high

probability, and the two observations imply that this continuation must hit the

blue side of γ2. The “correct” topological picture just described is illustrated

in Figure VI.7.
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Figure VI.7: Outcome of Claims 1 and 2.

The Bulk Case: Multiply Connected Components, etc.

Let us first establish Claim 1, i.e., it is highly unlikely that Γ as described

doesn’t exist. The curve γ2 has no δ1–δ3 double back, by assumption. So, there

exists a point γ2(t∗) in Bδ1 which is at least δ3 away from γ2([0, s]). Now let

us observe that γ2(s) is connected to d as described above if the same happens

with γ2(t∗), since γ2(s) can be connected to γ2(t∗) by γ2 itself. We work with

γ2(t∗) from now on (although Γ need only avoid γ2([0, s])).

We now define the domain

E = Ω \ [γ2([0, s]) ∪Bδ2(M) ∪ β],

where we remind the reader that M is at least δ1 away from the boundary.

Recall the notation CE(x) which denotes the connected component of x in the

domain E (for a drawing of such a domain see Figure VI.8). It is observed,

possibly, that in addition to CE(d) 6= ∅ and CE(b) 6= ∅, E may have other

connected components due to loops formed by β or γ2 running in and out of

Bδ2(M). In this language:

The existence of Γ (with high probability) is equivalent to the state-
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Figure VI.8: Multiply connected domain.

ment that γ2(t∗) ∈ CE(d) (with high probability).

Further, by minor abuse of notation, we use CB(x) to denote the component

of x in Ω \ [β ∪ γ1([0,m]). Once again, it is observed then that since γ1(t∗)

and γ2(t∗) are within η of each other and both of these points are at least

δ3 � η from any other boundary of B or E, CB(γ1(t∗)) = CB(γ2(t∗)) and

CE(γ1(t∗)) = CE(γ2(t∗)); indeed, the entire δ3 neighborhood of γ2(t∗) resides

in the same component of E and in the same “component of B”. Thus both

(either) of these points will be denoted by γ(t∗). The relevant scales are

illustrated in Figure VI.9.

Our next goal is to show that under the stated conditions, γ(t∗) /∈ CE(b).

Suppose towards a contradiction that γ(t∗) ∈ CE(b). Now let us consider a

simpler domain, designed to be similar to the domain B:

Fg = Ω \ [γ2([0,m]) ∪B2η(M) ∪ β].

We notice that E ⊂ Fg and hence under our current assumption, γ(t∗) ∈

CFg(b). Furthermore, we also consider Fr = Ω \ [γ1([0,m]) ∪ B2η(M) ∪ β],
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Figure VI.9: The point γ∗.

the γ1 version of the above display. We assert that γ(t∗) ∈ CFr(d) with high

probability: Since γ(t∗) ∈ CB(d), the only thing that can go wrong is if all paths

from γ(t∗) to d must go through B2η(M), i.e., a long portion of γ1 or β together

with B2η(M) form a domain with γ(t∗) in its interior. As it turns out, this

case is essentially a “minor” version of the cases where γ(t∗) /∈ CE(b) ∪CE(d)

and hence will be treated later. Since b and d are clearly in separate connected

components in both Fr and Fg, it is clear that γ(t∗) /∈ CFr∩Fg(b) and γ(t∗) /∈

CFr∩Fg(d) – and that the obstructions in the intersected domain are the γ

curves themselves.

For technical reasons, let us join γ1(m) to γ2(m) by a straight line segment

– half of which is adjoined to γ1 and the other half to γ2, in the obvious

fashion. We now omit from consideration all other portions of the boundaries

– including ∂Ω – and consider only the closed curve formed by the γ’s, etc. in

the punctured domain C\γ(t∗). We now claim that the closed curve in question

is contractible to a point in C\γ(t∗). Indeed, since the “puncture” is far away
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(a) γ1, γ2 ∈ CFr
(d) (b) Homotopy argument

Figure VI.10: γ(t∗) cannot be trapped between γ1 and γ2.

from e.g., the straight line segments joining γ1(t) to γ2(t) (of length η), one

curve can be deformed onto the other in C\γ(t∗). It is thus evident that γ(t∗)

is in the connected component of either b or d in Fr ∩Fg, a contradiction, and

hence γ(t∗) /∈ CE(b). The relevant scales, etc., are illustrated in Figure VI.10.

To finish the bulk case, we recall that E may have several connected com-

ponents other than CE(b) and CE(d) and therefore we must rule out the pos-

sibility that γ(t∗) belongs to these components. These components can come

about either because 1) a portion of β connects two points of ∂Bδ2(M) in

the complement of Bδ2(M) or 2) a portion of γ2([0, s]) connects two points

of ∂Bδ2(M) in the complement of Bδ2(M). For obvious reasons, these com-

ponents will be called blue pseudo–pods and γ2 pseudo–pods, respectively.

Recall also that the γ(t∗) /∈ CFr(d) assertion in the previous portion of the

proof suffers a similar description (albeit with a smaller neighborhood around

M cut out) as 2), except with the curve γ1 instead of γ2 (and also γ1 truncated

at an earlier time than s). For technical reasons, it will be more convenient

to treat γ1–type pseudo–pods; since the two γ curves are η–close, we can al-

ways “convert” γ2–type pseudo–pods to γ1–type pseudo–pods by cutting out
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Figure VI.11: γ2 pseudo–pods.

a neighborhood around M of slightly larger radius.

Let us first consider γ1 pseudo–pods. In this case, the curve γ1 itself must

visit Bδ2(M) itself twice, traveling a distance δ1 in between, before reaching

γ(t∗), leaving it deep in a cul–de–sack (where in the future it would be forced to

visit Bδ2(M) on its way to c), in violation of Assumption 3 (for an illustration

see Figure VI.11). It is worth remarking that this scenario we must estimate

away: In effect what is happening in this case is that the curve is reversing its

orientation at the δ1–δ2 scale (and since we are establishing a uniform estimate,

we are not at liberty to expand/shrink the relevant scales) and as can be seen in

Figure VI.11, it is very likely that a possible RSW continuation inside Bδ2(M)

can hit the portion of γ2 after its re–entrance into Bδ2(M), and hence hit the

yellow side of γ2, failing to constitute a valid continuation (note that most of

the dashed portion of γ2 in this figure may very well not be present since we

are only considering the curve up to time T ).

The Bulk Case: Blue Pseudo–Pods

We finally turn attention to blue pseudo–pods. We will present two argu-
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ments.

First Argument: In this case, β must have the following property: β

visits Bδ2(M), goes around Bδ1 and revisits Bδ2(M), since it separates γ(t∗) ∈

Bδ1 from d. Since β is the highest crossing of R1, it leads to the existence

of 3 blue and 2 yellow δ1–δ2 long arms emanating from Bδ2(M) (both yellow

arms come from the fact that β is the highest crossing; see Figure VI.12).

Such an event has probability proportional to (δ1/δ2)2 by Lemma VI.2.1, and

hence happens with probability tending to 0 as δ1/δ2 tends to 0, because the

Minkowski dimension of γ1 is less than 2 by Lemma VI.2.12.

Second Argument: Alternatively, we may argue that in fact blue pseudo–

pods do not present any difficulty – instead of estimating such configurations

away, as follows: Let us note that, running β starting from M , there are two

types of blue pseudo–pods, clockwise and counterclockwise, or, alternatively,

this corresponds to γ(t∗) being in CB(b) or CB(d), respectively (here B =

Ω\[γ1([0,m])∪β]). For an illustration see Figure VI.12 (where the yellow arms

forcing the blue pseudo–pod are also drawn). First we claim that a clockwise

blue pseudo–pod as described is impossible: In this case, γ(t∗) (actually all

of γ1([m,T ]) lies in the connected component of B with blue boundary, but

this necessarily implies that β actually hit the yellow side of γ1, contrary to

assumption.

It remains to consider the case where γ(t∗) is in a counterclockwise blue

pseudo–pod. Having handled all other possibilities (especially γ2 pseudo–

pods), we may assume it is the case that there is some path Γ connecting

γ2(t∗) to d which avoids β and γ2([0, t∗]), but goes through Bδ2(M). Now as
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(a) Clockwise blue pseudo–pod.

(b) Counterclockwise blue pseudo–pod.

Figure VI.12: Two possible orientations of blue pseudo–pods.
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explained in Remark VI.3.4, for our purposes it is in fact already sufficient to

show that M ∈ CD(b), where D = Ω\ [γ2([0, t∗])∪Γ], and it can be guaranteed

that all possible continuations inside Bδ2(M) will hit γ2 first.

The fact that M ∈ CD(b) is clear: The curve γ2([0, t∗]) starts at a and

must end up in CB(d) and since it cannot cross β, it must cross into CB(d)

before γ1 joins β (which occurs at the point M) and thus, since Γ also cannot

cross β, the entirety of Γ must also lie in CB(d). Since β starts (from the [c, d]

boundary) outside of D and by the above arguments cannot cross ∂D, we have

that M ∈ CD(b). Finally, it is easy to check that in this case (especially since

γ(t∗) is not trapped in a γ2 pseudo–pod) one can draw a Γ so that it does not

“block” γ2 from a possible continuation. It is worthwhile to compare this with

the scenario of γ(t∗) being trapped inside a γ2 pseudo–pod, since there, as one

can envision from Figure VI.11, it can easily be the case that any possible Γ

will cut a continuation of β.

In any case, we have established some version of Claim 1 (c.f. Remark

VI.3.4).

The Bulk Case: Multiscale No–Doublingback, etc.

Recall that M is surrounded by a ball of radius δ2, denoted by Bδ2(M).

We now want to establish Claim 2, i.e., “continue” β in some fashion, with

probability close to one, in such a way that it hits γ2 inside Bδ2(M) ∩ Bc. We

first note that ∂Bδ2(M) is connected to M inside Bc – namely, by the relevant

portion of γ1 after time m. We first show that, with probability tending

to one, there are a sequence of points, on disjoint scales, each containing

neighborhoods comparable to their scale, inside Bδ2(M) ∩ Bc.
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Figure VI.13: Scenario where γ2 “hides” behind γ1.

To achieve this, we first assert the contents of Assumption 2 concerning

v–persistent–κ–weak doubling back at scales δ2 and ϑ with η � ϑ� δ2. Thus,

in a fraction at least as large as v of the 3 : 1 annuli of scale ϑ` (= 3`ϑ), there

is a point on γ2 – after time m – with the property that the box of scale κϑ`

centered at this point does not meet γ1([0,m]). We note that such a careful

statement is needed since we can envision scenarios where γ2 “hides” behind

γ1 in such a way that the continuation fails to hit γ2. For an illustration see

Figure VI.13. We note that this is the same sort of topological obstruction

that concerned us shortly before, just at smaller scales.

Obviously, this box contains a segment of γ2 of diameter of the order κθ`.

We claim that this segment is, in fact, either entirely contained in B or entirely

contained in Bc. Indeed, it cannot cross from B to Bc, because doing so

necessitates crossing γ1([0,m]), which it is far away from, or crossing β, which

is a priori forbidden. However, if this segment were in B, it is emphasized

that the corresponding segment of γ1 which it is supposed to be η–close to is

itself in Bc (by definition) and therefore the pair must be separated by β – the
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only available boundary, which we will now show is extremely unlikely.

Considering γ1 as a fixed object, we shall now establish the following el-

ementary property of the active percolation configurations: For η > 0, let

ϑ′ . ϑ and consider the event

Uϑ′ = {∃ a connected monochrome chain that is η–close

to any portion of γ1 of diameter ≥ ϑ′},

where in the above, η–close refers to the sup–norm. We claim that for γ1

satisfying Assumption 1

Pε(Uϑ′) ≤ c1

(
1

ϑ′

)2(
ϑ′

η

)2

e−c2
ϑ′
η .

The proof of this statement involves arguments very similar to those found

in the proofs of Lemmas VI.2.9 and VI.2.11, so we shall be succinct: We

consider a tiling of Ω by ϑ′ : kϑ′ rectangles (where k is some integer) and focus

attention on one of these. If the rectangle is crossed the easy way by γ1, we

obtain the factor e−c2ϑ
′/η since on the order of ϑ′/η disjoint annuli of scale 3η

can be produced along a curve of this diameter each of which has a uniform

probability of containing preventative steps. This is an estimate for a single

crossing which should, as a bound, be multiplied by the number of (disjoint)

crossings that γ1 makes of the rectangle in question. While a priori the latter

is unbounded, by invoking the no ϑ′–η doublebacking (Assumption 1), it is

clear that each successive pass of γ1 must contain a point around which a box

of scale η can be drawn which has not yet been visited by the curve. In a

rectangle of the type described, there can be at most of the order (ϑ′/η)2 such

“pixels”, which will suffice for our estimate on the number of crossings. Finally,
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Figure VI.14: Final RSW construction to continue crossing.

Ω can be covered by of the order (1/ϑ′)2 such rectangles and, combining these

considerations, we arrive at the formula in the previous display.

Thus let k denote, more or less, the total number of independent scales

available: 3k−1 ≤ δ2/ϑ ≤ 3k and v = v(κ) the parameter from Lemma

VI.2.11/Assumption 2. Then we have, with high probability, a sequence of

disjoint annuli on scales ϑ`1 , . . . , ϑ`A , where A > vk, in each of which is some

point x`j , which enjoy the following properties: 1) x`j ∈ γ2([m, s]), where s is

the last time γ2 exits the ball. 2) There is a neighborhood of scale κϑ`j around

x`j which is in the interior of Bc (explicitly, β and γ1([0,m]) do not enter this

neighborhood).

The Bulk Case: Percolation Construction to Continue β

We finally show that by standard percolation arguments, this implies that

with a uniform probability, a point on γ2 – in the above discussed neighborhood

– is connected by a blue path to β, thus establishing Claim 2. Indeed, we may

first construct a 3 : 1 annulus of scale κϑ`j with x`j at its center. By RSW
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estimates, a separating blue circuit occurs in this annulus with uniform, in `,

probability. Next, temporarily foregoing which part of the annulus of scale ϑ`j

is in B and which part in Bc, we consider a “corridor” of width κϑ/3 running

through the inner portion of our neighborhood and circling around the ϑ`j

annulus. Within this corridor, one can have a blue circuit with a probability

that is uniform in ϑ`j – albeit tending to zero as κ → 0. Restricting this

circuit to the region Bc, it is not hard to see that the above construction

connects the relevant portion of γ2 to β. Since all this happens with uniform

probability on all relevant scales, the desired connection between γ2 and β has

been established, with high probability. For an illustration of this construction

see Figure VI.14.

The Boundary Cases: M Close to the Boundary

For technical reasons that shall become clear, we shall first treat the cases

where M is close to the boundary, and then the tip cases (although the oppo-

site order would seem more fundamental). So let us suppose that M is within

distance δ2 of the boundary. We first consider red pseudo–pods. The descrip-

tion for what γ1 must do in this case remain the same as in the bulk case, the

only danger being that some visits may now be short; it is clear that this can

only happen if M is close to a or M is close to c. The point M cannot be

close to c since γ1([0, T ]) is outside the ∆ neighborhood of c. If the point M

is in the δ2 neighborhood of a, the requirement that β visit this neighborhood

renders the production of a blue crossing sufficiently unlikely for our purposes.

Later on we will in fact assert that M is at least a distance ∆4 away from a.

We next consider the cases of blue pseudo–pods when M is close to some
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boundary. First, suppose M is close to [a, b] or [d, a]. In these cases, it is not

difficult to see that all of the five long arms actually remain long and the bulk

argument applies without change. Next, we consider the cases where M is

within δ2 of the [b, c] or [c, d] boundary. The case of the [b, c] boundary will

be ruled out on the grounds of overall unlikelihood. Specifically, let us define

a choke point as a point on γ1 within or at a distance δ2 of the [b, c] boundary

with the property that it can be connected to [b, c] by some path inside the δ2

neighborhood of [b, c] in the complement of the earlier portion of γ1. It is clear

that anytime γ1 visits the δ2 neighborhood of [b, c] there exists a choke point

(e.g., the first time γ1 visits the δ2 neighborhood of [b, c]). As for the present

circumstances, let Y be the latest choke point along γ1. Let us join Y to [b, c]

in the complement of γ1 (up to the point Y ) inside the δ1 neighborhood of

[b, c]. Observe that γ1 up to Y , the line joining Y to [b, c], and the relevant

portions of [a, b] and [b, c] form a Jordan domain and the “inner” boundary of

this domain formed by γ1 is blue.

If M is indeed within δ2 of [b, c], then either M happened before (or at)

or after Y . If M happened before Y , then by the previous observation it is

on the (inner) boundary of this domain and therefore any blue crossing from

[c, d] must pass “over” Y in order to reach M (note that from the perspective

of the percolation configurations, Y is deterministic). Since we are well away

(distance ∆) from the corner c, this probability vanishes as δ2/∆→ 0. (Tech-

nically, the probability will vanish as a power of δ2/∆̃, where ∆̃ . ∆ is defined

as the distance between [b, c] and [c, d] outside the ∆ neighborhood of c.) On

the other hand, if M happened after Y , then either M is inside Bδ1(Y ) or not.
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In the former case, the blue path is again rare (albeit with slightly modified

estimate). In the latter case, we claim that there is a δ1–δ2 double–visit to

the boundary: Since M is not a choke point, and is within δ2 of [b, c], it is

separated from [b, c] by a previous portion of γ1, which constitutes the point(s)

of revisitation (some portion of γ1 must “travel” at least distance δ1 in order

to get to Y – from the δ2 neighborhood of M – and must have already traveled

a distance δ1 in order to have arrived from a).

We now turn attention to the [c, d] boundary. Here, the argument will be

similar in spirit but differing in detail. As in the previous case, we define the

point J to be the last choke point on the curve γ1([0, T ]). We first remind the

reader that δ2 � δ3/2 � δ1. Again we divide into two cases, the first of which

is M occurring before J and/or M occurring in the δ3/2 neighborhood of J .

Here, in order for a blue pseudo–pod to happen, a long blue arm – of length

at least δ1 – must emanate from the δ3/2 vicinity of the point J , which renders

this event improbable, again because the point J is deterministic (at least as

far as the active percolation configurations are concerned). The remaining

case is M occurring after J and outside the δ3/2 neighborhood of J . This is

identical to the argument in the previous paragraph, with relabeling of scales

– it now leads to a δ3/2–δ2 double visit to the boundary.

The Boundary Cases: “Tip” Close to the Boundary

Finally we dispense with cases where γ1(T ) and γ2(T ) are close to ∂Ω.

Again we remind the reader that separate arguments are needed for these

cases, since our scales are fixed.

We start with situations where γ1(T ) and γ2(T ) are ∆–close to a, b, c, d; the
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latter three corners we need not consider by the definition of Ξϑ,∆ (property 4),

γ1(T ) and γ2(T ) and/or the assumptions of the lemma. Finally let us consider

the corner a. Then, again by the definition of Ξϑ,∆ (Assumption 6), γ1([0, T ])

and γ2([0, T ]) are contained in a ∆1–neighborhood of a, but in this case, by

Russo–Seymour–Welsh, a is sealed by many rings of both colors with high

probability and hence neither γ1 nor γ2 actually participate in any crossing

event of interest.

Next suppose γ1(T ) and γ2(T ) are δ1 close to some boundary and not

close to any corners. The case when the tip is close to [b, c] has essentially

already been handled in the context of the identical argument for the cases

when M is close to these boundaries. We define choke points, etc. using δ1

as the small scale and ∆4 as the large scale and the argument goes through

mutatis mutantis (here we require the special clause in Assumption 4). The

case when γ1(T ) and γ2(T ) are close to the [c, d] boundary follows from the

color reverse of the argument for the [b, c] boundary. Finally, the cases where

γ1(T ) and γ2(T ) are close to the opposite sorts of boundaries (where paths

possibly terminate) can be handled by a similar argument.

Quantification of Estimates. The set Ξθ,∆ is defined by Assumptions

1 – 6 and the µε measure of Ξθ,∆ is given by estimates from §VI.2, which

are uniform in ε for ε sufficiently small. The estimates on |Cε(R1) − Cε(R2)|

follow from RSW type estimates and estimates from §VI.2, which are scale

invariant, and thus with the scales in (VI.6) set, and ε much less than the

relevant scales, are also uniform in ε for ε sufficiently small. Finally, we may

envision the scales in (VI.6) to be power–law, e.g., η = δa for some a > 1,
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and since the estimates from §VI.2 are of the form e.g., c(η/δ)α
′

(for constants

c, α′ > 0), we may rewrite our estimates in the form C ′ηα := θ, which gives

the form of η described.

The proof is now complete.

VI.4 Corollaries to the Main Result

In this section we discuss some consequences of Lemma VI.3.1.

VI.4.1 Limiting Martingale

A fairly easy consequence is that we obtain (via elementary means) the state-

ment that the limiting crossing probability in the domain slit by the some

µ′–typical curve up till some time t is a martingale (this is one key step in the

proof of convergence to SLE6 in [5]).

Let us describe the setting: Let (Ω, a, b, c, d) be a conformal rectangle, Cε

denote the crossing probability from [a, b] to [c, d] at the ε–scale, Ωε denotes

Ω with some suitable discretization and Xε
[0,t] denotes the interface up to some

time t (parametrized in some reasonable fashion), then

Cε(Ωε, a, b, c, d | Xε
[0,t]) = Cε(Ωε \ Xε

[0,t],Xε
t , b, c, d), (VI.7)

(we are ignoring for the moment that X[0,t] has already hit ∂Ω) hence Cε
t :=

Cε(Ω \ Xε
[0,t],Xε

t , b, c, d) is a martingale for ε > 0. We will obtain a limiting

version of (VI.7).
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Corollary VI.4.1. Consider µ′–typical curves and parametrize them by Löewner

parametrization. Define

1CΩ
(γ) =


1 if γ hits [c, d] before [b, c]

0 if γ hits [b, c] before [c, d]

and

K0(X[0,t]) = C0(Ω \ X[0,t],X[0,t], b, c, d),

where C0 denotes the limiting crossing probability (which we assume to exist).

Then

K0(X[0,t]) = Eµ′(1CΩ
| σ([0, t])),

where σ([0, t]) denotes the σ–algebra generated by µ′ supported curves up to

time t, so in particular K0(X[0,t]) is a martingale.

Proof. Lemma VI.3.1 gives an equicontinuity result (in ε) outside a set with

uniformly small measure, and hence we obtain a limiting (weak) version of

(VI.7). For more details we refer the reader to Proof of Main Theorem in

[5].

Remark VI.4.2. We have stated the above result without explicit reference

to Cardy’s Formula and instead assumed that there exists a limiting cross-

ing probability function C0(Ω, a, b, c, d) (viewed as a function of domain and

marked points). Lemma VI.3.1 implies that such a function is continuous if it

exists and since Cε’s are bounded, in a suitable setting (e.g., where we have

a countable dense subset of a class of domains under consideration, equipped

with a suitable norm) it is not difficult to abstractly extract a limiting func-
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tion. Along these lines, we also draw the reader’s attention to Remark 5.6 in

[4].

VI.4.2 Rate of Convergence to SLE6: Discussion

Let us conclude by arguing very loosely why we expect to obtain some rate of

convergence from Lemma VI.3.1. In particular, we expect power law rate of

convergence, i.e., at some rate εα, α > 0.

First we recall that on the upper half plane H, if we consider curves γ(t)

to be growing from 0 to ∞, and gt is the conformal map from H \ γ([0, t]) to

H, then gt satisfies ∂tgt(z) = 2/(gt(z)− w(t)), where

w(t) = gt(γ(t))

is the driving function. Convergence to SLE6 means that the corresponding

random driving function for limiting interfacial curves is given by 6Bt, where

Bt denotes standard Brownian motion.

Now let us work instead on the equilateral triangle T with vertices at

{0, 1, e iπ3 }. More precisely, let us conformally map our conformal rectangle

(Ω \ γ([0, t]), γt, b, c, d) to (T, x, 1, e iπ3 , 0) via Gt so that x = Gt(γt) =: w(t) ∈

[0, 1]. We note that if γt is mapped to it is the case that

Gt(γt) = C0(Ω \ γ([0, t]), γt, b, c, d).

Here C0 denotes Cardy’s Formula and one way to see this is to recall Carleson’s

observation about Cardy’s Formula on an equilateral triangle with side length

one (see [13] and also [14]).
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Thus, the driving function w(t) (on the triangle) is given as Cardy’s For-

mula in the corresponding slit domain. Therefore, if say γn → γ in the sup–

norm (we envision e.g., ε = n−1), and wn and w denote the driving functions

of wn and w, respectively, then

|C0(Ω \ γn([0, t]), γn(t), b, c, d)− C0(Ω \ γ([0, t]), γ(t), b, c, d)| = |wn(t)− w(t)|.

The left hand side can be estimated by Lemma VI.3.1, if we can provide

some knowledge of the distance between γn and γ, which would boil down to

estimating e.g., |µε(Nη) − µε′(Nη) for ε � ε′, where Nη is some sup–norm η

neighborhood. (Recall that so far the convergence of µε to µ′ is weak.) Given

Lemma VI.3.1, it appears that the best we can hope for is some power–law

rate of convergence: e.g., P(supt∈[0,T ] |wn(t) − w(t)| > n−α) < ϕ(n), where

ϕ(n) → 0 as n → ∞. We note that again, Lemma VI.3.1 would contribute a

power–law to ϕ(n).
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